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Abstract—Multichannel acoustic active noise control (ANC) II. ANC wiITH ENLARGED QUIET ZONE

systems are increasingly being developed in order to enlaggthe .
spatial extend of the quiet zone. This paper discusses the ysical An ANC system needs to perform a proper analysis of
background of an ideal ANC system for noise sources outsidend  the reference and residual error field, and needs to provide

within the ANC system. This idealized system can be realized suitable control over the wave field within the quiet zone. In
reasonably well with a high number of channels (massive muk  order to understand the electroacoustical requirementarfo

channel ANC). It is shown that the typically applied adaptaion — ANc system with enlarged quiet zone, a closer look at the
algorithms have fundamental limitations in the context of massive . . e . '
underlying physical principles is taken.

multichannel ANC. The versatile framework of eigenspace ad
wave-domain adaptive filtering is proposed as solution to tese. .
Simulation of a massive multichannel ANC system illustrate the A Basic Concept

successful application of the proposed concepts. The solution of the homogeneous wave equation in the
(temporal) frequency domain for a bounded regidnwith

: . . . respect to inhomogeneous boundary conditions is given by
The active suppression of undesired noise by electroacoHﬁé Kirchhoff-Helmholtz integral [2]

tical systems and digital signal processing has been aveacti

field of research for several decades. Acoustic active noise 0

control (ANC) is based on the principle of superpositiomgsi px,w) =~ 7({9‘/{2(’(|X0’ w) a_nﬂ(xo’ w)—

appropriately driven loudspeakers. In principle, a largeez )

where the noise is canceled (quiet zone) is desirable. Apjpro — p(x0,w) 5 -g(x[x0,w)} dSo, (1)
ate loudspeaker driving signals are typically generategriey
filtering a reference signal of the noise source. This refeze
signal is measured by appropriately placed microphones.

required pre-filters are derived by analyzing the residualre o . T
a P y yzing rthe directional gradient in direction of the normal vector

within the desired quiet zone. In order to cope with arbjtra F V. The G 's function has to fulfill the h
noisefieldsandthetimevaryingnatureofacoustics,tthﬂr,ep0 - 'he Lreenss function has 1o tulll € nhomogeneous

filters are computed by adaptive algorithms. The size of tlggléngary c’orf1d|t|c;_ns |mposefd aﬁ/: :r_1 :he fct)ll%vm?, rftrie(t:
quiet zone heavily depends on the number of sensors and a h rlzz_enhsh u;(;lolnsharlte 0 tspeula_ n edres i q N tofr o h
ators used to analyze the wave fields and to create desﬂrucgv € rurchhofl-Heimholiz integral 1S Independent frome
interference. However, the underlying adaptation teanesq _|menS|onaI|ty of _the problem. The three—d|me_n5|onal Jfre_e
show fundamental restrictions for high channel numberss Tﬁ'eld Green's function can be |nterprgted as the f|eld of afpoin
paper discusses the physical basics of the acoustic protiilem ?ourge Iocatﬁd ff"‘klg' Te lt.wo-d|men5|2nal frge-flelq Grel,-en S
restrictions of traditional adaptation algorithms andserés a _unct!on as the field of a line source. .tW(.)' limensional wave
novel adaptation scheme that overcomes these limitafidis. field is refereed here to as a field which is independent from

scheme is based upon an explicit consideration of the wadae of the spatial coordinates. The free-field Green’s fanct

nature of sound in the adaptation problem. The work preden{gpresentls th(_a wave field Of. a monopole source placed at the
in [1] is enhanced and extended by this contribution. point xq, its directional gradient the field of a dipole source.

The following conventions are used throughout this pap%ependmg on the direction of the normal vectar two

Vectors are denoted by lower case boldface, matrices d_gferent ty_pes of problems are covered by the Kirchhofi-
upper case boldface. The temporal frequency domain is gimholtz integral:

noted by underlining the quantities, the spatial transform1) if n pointsinward an interior problem is considered, and
domain (eigenspace, wave domain) by a tilde placed over?) if n points outward an exterior problem.

the respective symbol. The two-dimensional position veicto We first discuss the interior problem and its implications fo
Cartesian coordinates is given &s= [z y]’. The Cartesian ANC.

coordinates are related to polar coordinateszby r cosa  For the interior problenp(x,w) denotes the pressure field
andy = r sin . The discrete time index is denoted by inside V" (x € V). Note, that for this casg(x,w) equals zero

I. INTRODUCTION

whereV denotes a bounded region surrounded by the border
V, g(x|xo,w) a suitably chosen Green’s functiop(xo,w)
the acoustic pressure at the boundaly (xo € 9V) and 8%
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Fig. 1. ANC setup with enlarged quiet zone (yellow shading3da on the Kirchhoff-Helmholtz integral.

outsideV. Equation (1) can be interpreted in two ways: FirsfThe representations of a wave field that are connected to
if the acoustic pressure and its directional gradient amwn Cartesian and polar coordinates decompose a wave field into
at the boundargV” then the acoustic pressure insidecan be plane waves and circular harmonics, respectively [2]. Of
calculated. Second, if a continuous distribution of monepospecial interest within the scope of this paper is the de@mmp
and dipole sources is placed on the border and driven prgpesition of an acoustic wave field into circular harmonics. sThi
then the wave field inl” can be controlled fully. The first decomposition is given as follows

interpretation is the basis of wave field analysis (WFA) and -

extrapolation (WFE), while the second is the basis of many _ (1 R

soung reproduction systems like, e.g., wave field synthesisg(a’r’w) N Z Q( (w) H )(Zr) e

(WFS). A suitable combination of both principles will resul S
in an enlarged quiet zone for ANC. Z i’(Q)(va)Hl(/Q)(gT.) v (2)
Figure 1(a) illustrates such a combination. A distributedsa o ¢

source located outside the ANC system emits noise that is L (1),(2) ) ] )
scattered at the walls of a reverberant room. The resultiMfperes "~ (v,w) denote the circular harmonics expansion
complex noise field and its residual (after compensation) ¢eefficients, HS'*) the Hankel function ofu-th order of
analyzed by reference microphones and error microphorigst/second kindy the angular frequency andthe speed of
arranged on the closed contodg s anddVe,,. The wave field sound. It can be shown thg(t” (v,w) represents the expansion
is controlled by loudspeakers arranged on the corddiyt For of an incoming wave field an¢(2)(u,w) the expansion of
continuous microphone and loudspeaker distributions feper an outgoing wave field. The expansion coefficients in cincula
analysis and control of the wave field is possible according harmonics exhibit a direct link to the plane wave expansion
Eqg. (1). The result will be an enlarged quiet zone which fullgoefficients

coversVerr.

For the exterior problem the situation is depicted in Fid)1( p 2 (9, w) = 4m > PP w) e . (3)
. . s £ k =
Here, the noise source is located within the ANC system and v=—00
gh; resulting quiet zone is consequently outside the cmntoluhe plane wave expansion coefficiens) (6,w) and
err: #(2) in

The next two subsections will introduce WFA and WFS a& (f,w) describe the spectrum of incoming/outgoing plane

practical solutions for analysis and control of wave fields. waves wrggllnudsnc_e anth@ ircular h ics d .
We limit ourselves to two-dimensional wave fields in thdl IS Possible to derive the circular harmonics decompossit

remainder of this contribution. An extension to the threOefficients very efficiently from microphone array measure
dimensional case is straightforward ments. Due to the underlying geometry of the circular har-

monics, circular microphone arrays are well suited for this
B. Wave Field Analysis task. Suitable techniques can be found e. g. in [3]. The kircu

It is convenient to represent acoustic wave fields witharmonics coefficients can be computed by transforming the
respect to an orthogonal basis for a wide variety of acoustiticrophone signals into the temporal and angular frequency
problems. The Kirchhoff-Helmholtz integral introduced irdomain and weighting them. One major benefit of circular
Section II-A states that it is possible to measure an amgitramicrophone arrays is that their characteristics are indeget
wave field on the boundargl” of a bounded regioi” to from the incidence angle of the analyzed wave field.
derive the wave field within that boundary. This principlén practice only a limited number of microphones will be used
combined with orthogonal wave field representations yields measure the field on the circular boundary. This spatial
very efficient techniques for WFA as will be illustrated ireth sampling may lead to aliasing artifacts in the expansiori-coe
following. ficients. Due to the circular geometry no exact anti-aligsin



iy . . , acoustic model
condition can be given for arbitrary wave fields. However, 1 1 N
3

gecan be concluded that the amount of aliasing dls_t_ortlon‘x(R)(k) : P(k) ™ (1) ™ (k)
pends on the number of angular measurement positions a M xR -

the bandwidth of the measured field. For a given numbe & & ref. mics R M X
of sampling positions a limitation of the bandwidth of the
measured wave field limits spatial aliasing artifacts. 1

/ 1 1< 1
C(k) CwM™ (k) S(k) :

C. Wave Field Synthesis N xR - Mx N

WES is a spatial sound reproduction technique whose theory R N M ic
is essentially based on the Kirchhoff-Helmholtz integr. [ error-mic
In the context of WFS, this fundamental principle can berinte adaptatio
preted as follows: A distribution of suitably driven mondpo algorithm

and dipole sources (secondary sources) placed on the hgunda
0V allows the recreation of any desired virtual source wa\fn%
field s(x,w) within the entire listening are¥ .

Several simplifications of the Kirchhoff-Helmholtz intedjare loudspeakers used.

necessary to arrive at a realizable reproduction systere. Gpyrious ANC systems with multiple analysis and synthesis
of the key_ simplifications is to neglect the d_lpole seconda@hannds have been realized in the past [9]. However, the
sources dictated by the_ Klrchhoﬁ—HeImhoItz integral (Ihe  ,umber of channels in multiple-input/multiple-output (MIO)
reproduced wave field is then given as ANC systems was typically limited to less than ten channels.
9 For an enhanced bandwidth and size of the quiet zone a
p(x,w) = —7§ 9(x[x0,w) 2a(x0)7 -s(x0,w) dSo, (4) high number of channels is required. The underlying signal
ov processing techniques used for MIMO ANC systems show
fundamental problems for high channel numbers. Therefore,
whered(xq,w) denotes the secondary source driving functiome term systems with high channel numbers as massive
and a(xo) a window function that takes care that only thenultichannel systems in order to allow a distinction from
relevant secondary sources are driven [5]. traditional multichannel approaches.
Typical systems aim at two-dimensional reproduction, more
specifically at the reproduction of a spatial sound field in a
listening area leveled with the listeners ears. WFS systems
typically use loudspeakers with closed cabinets as secpnda The following section illustrates the application of a tra-
sources. These can be seen as approximation of point sourdéional adaptation scheme to massive multichannel ANC and
However, for two-dimensional reproduction line sourcesildo the resulting fundamental problems. Note, that both theriot
be the appropriate choice (see Section II-A). As a consemiend exterior problem are covered.
of the applied approximations, several reproduction acts .
will be prr)gsent tr?aR[ limit the control on thepwave field Withiﬁa" Basic Structure
the listening area. Their influence on ANC and active lisigni  The discrete time and space block diagram shown in Fig. 2
room compensation have been investigated e. g. in [6], 7. Tillustrates a generic multichannel ANC system without feed
most prominent artifact are amplitude errors. back paths. We assume that the effects of feedback from the
In practice only a limited number of loudspeakers can Heudspeakers to the reference microphones can be ignored,
used. This spatial sampling may lead to aliasing artifacts €. 9. by use of proper acoustic damping. This is a typical
the reproduced wave field. In general, the amount of aliasiggsumption made for ANC systems. However, it is possible
distortions will depend on the loudspeakers spacing, the dge account for the feedback paths also [9].
ometry of the system and the bandwidth of the reproducé@ie matrices of impulse respondegk), S(k) andC(k) char-
field. A detailed discussion of the aliasing artifacts ofelin acterize the primary paths between the reference micraghon

. 2. Block diagram illustrating the generic feedforwabdoadband
Itichannel ANC system without feedback paths.

d(x0,w)

IIl. TRADITIONAL ADAPTATION SCHEME APPLIED TO
MASSIVE MULTICHANNEL ANC

and circular WFS systems can be found e. g. in [8]. and the error microphones, the secondary paths between the
] _ loudspeakers and the error microphones, and the compamsati
D. Massive Multichannel ANC filters used to generate the loudspeaker signals from tlee-ref

For a practical implementation of the proposed ANE@nce signals. The elements of the matrices are composed from
schemes illustrated in Fig. 1(a) and Fig. 1(b), spatial demgp the finite impulse response from one input to one output at the
of the continuous microphone and loudspeaker distribatiok-th time instant. The signals of the reference microphones a
is required. The analysis and control capabilities of aipart combined in the vectax® (k) = [z1(k), 2o (k), - - - , zr(k)]7,
ular ANC system depend amongst others on the amountwaterex,. (k) denotes the signal of theth microphone. The
distortions by spatial aliasing. Hence, the size of the tquisignals from the error microphones are denoted by the vector
zone and the bandwidth in which a suitable noise suppressigi (k), the loudspeaker driving signals ™ (k) and the
can be gained depends on the number of microphones amise field at the error microphones (without ANC)af)f) (k).



The reference signal is filtered by the compensation filtacs aadaptation hold also for the identification of the secondary
reproduced by the loudspeakers in order to archive theatksipath [12]. Secondary path modeling errors will additiopall
goal of a quiet zone. The primary path respod®g) and influence the performance of the entire ANC system.
secondary path respon&tk) are in general not known a-
priori and may change over time due to a varying acoustit
environment. This calls for an adaptive computation of the It can be concluded from the normal equation (6) that
compensation filters. the adaptation of the compensation filters for the massive
multichannel case is subject to fundamental problems:

1) lll-conditioning of the correlation matri,(k), and

We briefly review the optimum least-squares solution for 2) computational complexity for massive multichannel
the adaptation problem introduced in Fig. 2. A detailed dis- ANC systems.
cussion can be found, e.g., in [10], [11]. The derived normgbth problems are related to the solution of the normal Ejy. (6
equation is the basis for various adaptation algorithmk® lipy the adaptive algorithm. The correlation matsx,, (k)
the filtered-x recursive least squares algorithm (X-RL3)e T expresses the auto- and cross-correlations of the filtexd r
derived fundamental problems hold therefore for most of thgence signals. Due to linear relations between the channel

Fundamental Problems of Traditional Filter Adaptation

B. Traditional Adaptation of Compensation Filters

currently applied multichannel adaptation algorithms. and hence spatio-temporal correlatiofbs,, (k) will generally
The least-squares error cost function is given as be ill-conditioned. In the extreme case, depending on the
k M reference signalx®(k), there may be multiple possible
£(e, k) = Z Ne—r Z lem (5)]° (5) solutions foré that minimize¢(¢, k). X
=0 m=1 Due to the dimensionality of the correlation matdx.. (k) the

where0 < A < 1 denotes an exponential weighting factorsolut|on of the normal equation may become an infeasible tas

The normal equaton s derved by epressing he ) o TSSSVE UGN AN sysems The conpuionl
using the filter coefficients, introducing the result inte tost piexity P

function (5) and calculating its gradient. The optimal ﬁIteCh?dnnFI nfuTg]er? d[lr?t]ifiﬂl? rslarpteh problerr?ds ?S oiﬂ'?ed agove
coefficients in the mean-squared error sense are found *ER/ aiso for the Identification ot the secondary path respo

setting the gradient of the cost function to zero. The resylt IV. EFFICIENT ADAPTATION FOR MASSIVE
normal equation is given as MULTICHANNEL ANC
B0 (k) e(k) = da(k) (6) In order to overcome the fundamental problems of the

traditional adaptation techniques in the context of massiv
where theN.N R x 1 vectoré(k) denotes a vector composednultichannel ANC, the following section will propose an
from all filter coefficients estimated at time instanand N, highly efficient adaptation scheme. It is based upon the@ginc
tbe number of filter coefficients. TR RN, x N.RN matrix of decoupling the MIMO systen(w) andP(w) into a series
¢, denotes the averaged correlation matrix of the filtered reff independent single channel systems by applying sigral an
erence signals. The filtered reference signals are definéteby system transformations. The optimal solution in the serise o
convolutionz,. (k) * s;m,n (k) of the reference signals with thedecoupling is given by eigenspace adaptive filtering (EAB) t
secondary path responses. TH&N, x 1 vector®,, denotes will be introduced in the next subsection.
the averaged correlation vector between these filterederge The next steps require frequency-domain descriptions ef th
signals and the noise field at the error sensors (without ANC@]gnals and systems introduced in Fig. 2. These are derived b
The optimal pre-equalization filter with respect to the costansforming each element of the respective time-domain ve
function (5) is given by solving the normal equation (6). Theors and matrices with a discrete time Fourier transforomati
X-RLS algorithm can be derived from the normal equation (§DTFT).
by computing®....(k) and ®..(k) in a recursive fashion and . ) o
applying the matrix inversion lemma [10]. The calculatiod\ Eigenspace Adaptive Filtering
of the filtered reference signals requires knowledge of theThis section gives a brief review of EAF, a detailed dis-
secondary path responSgk), which is in general not known cussion can be found in [11]. The basic idea is to perform
a-priori and may be time-variant. Hence, the secondary pathdecoupling of the MIMO system$(w) and P(w) by
characteristics have to be identified additionally in pect applying a generalized singular value decomposition (GEVD
This identification can be performed in two ways: off-line oThe decoupling of the MIMO systems represented by the
on-line [9]. For the former techniques, the charactegst€ matricesS(w) and P(w) is performed by pre-filtering them
the secondary path are measured using measurement sigwéls their generalized singular matrix and post-filterimgn
before the ANC system is in operation. In the latter techegju with their respective right singular matrices. A decompoai
similar multichannel adaptation algorithms as outlinedwab of the compensation filteC(w) is given in a similar way.
are applied. These are simpler than the filtered-x techsiguatroducing the transformations into Fig. 2 yields Fig. 3ieth
since they require no pre-filtering process. However, tieesaillustrates the application of EAF to ANC. The necessary
fundamental problems as outlined below for the pre-filteéransformations are denoted Hy, 7; and7Zs. For EAF these
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Fig. 3. Block diagram illustrating the eigenspace and wémgain adaptive Fig. 4. Geometry of setup used for the simulated ANC system.

filtering approach to massive multichannel ANC.

transformatlons are given by MIMO systems represented EXefﬁcients. Transformatio, transforms the reference signal
the singular matrices dP(w) andS(w). (R) . . o . .
x\"" (k) into its representation in terms of circular harmonics.

It can be concluded from Fig. 3 that the adaptive mver:?]ethe reference signal is captured on a circular microphone

MIMO filtering problem is decomposed infd single-channel array the techniques presented in [3] can be used for this
adaptive inverse filtering problems using the GSVD. Theur ose. Transformatiof, generates the loudspeaker drivin
adaptation of the compensation filters is performed indepé?q P | f he fi gen : ™) peaxs 9
dently for each of the transformed components. Note that t gnais from the filtered driving signafér ™. Equation (2)

proposed transformations are independent from the p&mcuogether with a suitable loudspeaker selection criterigh [
adaptation algorithm used can be used for this purpose. Transformatigrcalculates the

EAF provides a generic framework for MIMO pre—equalizatioﬁ'rcmar harmonics decomposition coefficients of the neaid

) g o . error wave field within the quiet zone from the microphone
which explicitly solves the second problem by utilizing rséd) . . . .
) LT .~ array measurements. Again suitable techniques for circula
and system transformations. The conditioning®f, (k) is

also highly alleviated by removing all cross-channel darre microphone arrays are presented in [3].
tions. Although EAF provides the optimal solution to maesivThe elegance and efficiency of WDAF lies in the combination
) g P P of (1) decoupling the MIMO adaptation problem into a series

multichannel ANC with respect to the desired decoupling, tw f single channel problems by orthogonal wave field repre-

major drawbacks remain: (1) the GSVD s Computatlonal'glentations and (2) WFA by taking measurements only on the

quite complex and (2) the optimal transforma_tlons .de.pend %Bundary of the quiet zone. Once the MIMO adaption problem
the secondary path response. The next section will int@duc

wave-domain adaptive filtering (WDAF) as practical solatio"> dgcoupled a'”.‘OSt all known adapta_ltlon algorithms can be
X applied for the single channel adaptation problems.
to these shortcomings.

The circular harmonics coefficients allow a discrimination
B. Wave-Domain Adaptive Filtering using between incoming and outgoing wave contributions. The in-
Circular Harmonics coming contributions of the reference and error signals are

WDAF is based on approximation of the concept of perfetsed for the exterior ANC problem (Fig. 1(a)), while for

decoupling by explicit consideration of the charactecisof the interior ANC problem (Fig. 1(b)) the outgoing circular
the propagation medium and the geometry of the ur1der|l9f3trmonics coefficients are used. Both adaptation probleens a
ing acoustic problem. The perfect decoupling of the Mimcovered by Fig. 3.
adaptation problem is given up in favor of generic and fixed
transformations7;, 7, and 73 (see Fig. 3) which are to
some degree independent of the actual acoustic chargicteris The next section illustrates the application of WDAF to
Fixed transformations can provide nearly the same faveratshassive multichannel broadband feedforward ANC. For a
properties as the optimal GSVD-based transformations wigioof of concept a numerically simulated environment was
the benefit of computational efficiency. chosen.
It has been shown that the circular harmonics decomposi-
tion is a good candidate as wave-domain transformation for
circular analysis geometries and not too reverberant gicous Figure 4 illustrates the simulation setup. It consists aof tw
environments [13]. In the following, the transformatiois circular microphone arrays for analysis of the referencg an
7, and 73 are specialized for a wave-domain representatioasidual error field, and a loudspeaker array with rectaargul
of the respective signals in circular harmonics decomjuusit geometry. The reference array has a radiugigf = 2.5 m,

V. RESULTS

Simulation Setup



by applying Eq. (3). Figure 5(b) shows the energy of the
plane wave components of the reference and error field after
convergence of the compensation filters. The suppression of
the noise source over all incidence angles within the quiréz
can be seen clearly. This effectively results in an enlacgeet
zone.

VI. CONCLUSIONS

This paper discusses the physical background of an ideal
ANC system and its approximation by a massive multichannel
system. Both interior and exterior noise control problemes a
discussed in a unified manner. It is shown that traditional

. ; ; ; ; ; ; adaptation schemes are subject to fundamental problems for
0 5 10 1 20 25 30 3 40 massive multichannel systems. In order to overcome these,
time —> [s] a highly efficient adaptation scheme is presented. It isdase

(a) Residual error signal for different circular harmonics upon a decomposition of the MIMO adaptation problem into a
series of single channel adaptation problems using phjsica
residual field motivated signal and system transformations. These wansf
5| , S Bl reference field mations a}llow explicit co.nsideratic.)n of the unQerIyin_g ploal

Ny v problem in the adaptation algorithm. The simulation result
—10h Loy ol i presented show that WDAF provides fast and stable adaptatio
I for massive multichannel ANC systems.

residual error (energy) —> [dB]

0
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