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Abstract

Multichannel acoustic echo cancellation (MCAEC) is a keshte
nology whenever hands-free and full-duplex communication
modern systems with multichannel sound reproduction isefs
Although the basic principle of echo cancellation has beet w
known for several decades, the multichannel case posesabme
ditional and fundamentally different challenges. Moreotieere
are even some notable differences between the two-chaasel ¢
and the general multichannel case which has been addreitsed
by bit only in recent years. The aim of this paper is twofoldh O
the one hand, after a brief review of the problem of multictedn
acoustic echo cancellation, this paper gives an outlineafthe
problem may be tackled based on some fundamental principle
In this sense, the presentation in this paper brings togéhthe
first time ideas from system theory, information theory,qhga-
coustics, and also wave physics. Based on this framewotk, a
as the other main contribution, we present in this paper seme
cent advances in the field of MCAEC. Thereby, important issue
in the case of more than two channels are emphasized. FEinall
as an outlook, we touch on our ongoing work towards MCAEC
for massive multichannel sound reproduction, such as waig fi
synthesis.

1 Introduction

For various applications, such as home entertainmentialire-
ality (e.g., games, simulations, training), or advancéectanfer-
encing, multimedia terminals with an increased number of au
dio channels for sound reproduction are highly desirablg.,(e
stereo, 5.1 surround systems, or even beyond). In suchcappli
tions, multichannel acoustic echo cancellation (MCAEQ) key
technology whenever hands-free and full-duplex commitiaisa
is desired. Acoustic echo cancellation has already beensied
extensively for the single-channel case and for stereodsoemn
production (e.g.[TdL1Z]1 8] 4]). Only in recent years, AEC baen
realized for more than two reproduction channgl$[4, 5].

Figure[d describes a typical scenario for stereo or multi-

channel AEC. From a transmission room, a sound source (e
a speaker) is picked up BymicrophonesR = 2 for stereo). The
microphone signals are transmitted to a receiving room epibr

duced viaP loudspeakers. At the same time, a microphone in the

receiving room picks up speech from a local user. In orderde p
vent the sound emitted from the loudspeakers coupling imto t
outgoing microphone signal (which is sent back to the fat{en
tener or some multimedia terminal), AEC attempts to canaél o
any contributions of the incoming loudspeaker signals;(n)
from the microphone signal by subtracting filtered versiohs
the loudspeaker signals from the microphone signal. This ge
erally requires that cancellation filters (assumed to begtkeh
FIR filters) are dynamically adjusted by an adaptation atlyor

to achieve minimum error signa(n) and thus optimum cancel-
lation. This is the case when the adaptive cancellationdilte

@)

accurately model the impulse respondgsfrom the emitting
speakers to the microphone.

It has been shown for stereo AEC that a so-calhenh-
uniqueness probleraxists [6]: If both loudspeaker signals are
strongly correlated, then the adaptive filters generaligvecge
to a solution that does not correctly model the transfertions
between the speakers and the microphone, but merely op8miz
echo cancellation for the given particular loudspeakenaligy As

hi(n) = [Aia(n), - i ], i=12...P

n
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Figure 1: Scenario for multi-channel AEC.
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a consequence, a change in the characteristics of the leaikisp
§igna|s (e.g. due to a change of the geometric position of the
Sound source in the transmission room) results in a breakadw
the echo cancellation performance and requires a new ditepta
of the cancellation filters. In practice, from a statistipalnt of
view, the high cross-correlations between the loudspesiganls
lead to a highly ill-conditioned tap-input correlation main the
Vormal equation to be solved for the minimizationeg) [I71, 18],

KrefXref (n) = é {Xfef(n)x-fref(n)} (2)
eretlxretl (n) R’xref.lxretp (n)
R’xref.eretl (n) R’xref.eretP (n)
Xref(n) = [Xref.l( )+ > Xref p( )] )
T
Xrefi(n) = [Xref,i (n),.- - Xrefi(Nn—L+ 1)] .

To tackle this challenging problem of ill conditioning, irar
ous techniques have been proposed mainly in the stereoxtonte
so far. They can be distinguished into two different clasepse-
senting separate system components, ¢lg., [2]:

(a) Application of a robust and fast converging adaptatigo-a

rithm taking all cross-correlations into account.

b) Preprocessing of the signals transmitted from the tnisis

" sion room prior to their reproduction in the receiving room
in order topartially decorrelateall channels relative to each
other.

Due to the conflicting key requirements that on the one haed th
preprocessing must not introduce any objectionable atsifato

the reproduced audio signals, and on the other hand for the co
vergence enhancement, a systematic design for MCAEC based
on first principles of coefficient estimation and optiminatito-
gether with a complete stochastic signal description, amdam
audio perception is highly desirable. The structure of thas

per is motivated by a step-by-step incorporation of thes fir
principles. Within this framework, we place recent advanite
MCAEC with emphasis on more than two reproduction channels,
and deduce various new insights and practical results.

2 Elementsfrom System Theory

In general, to optimally exploit the information containecdhe
involved signals, the coefficient estimation process shoake
into account all their fundamental stochastic propertiesigaus-
sianity, nonwhiteness, nonstationari#y suitable broadband sig-
nal formulation for this purpose was developed within the so
called TRINICON ('TRIple-N Independent Component Analy-
sis for CONvolutive mixtures’) framework for adaptive miple-
input and multiple-output (MIMO) filtering[19.-10.11]. Fomna
overview, see als@.[12] in the present conference.



In [L3] the AEC problem was linked to the more general
MIMO system identification and signal separation problam

and the nonwhiteness of the near-end signal into accouipt [13
This provides an inherent double-talk handling and a linkh

addressed by TRINICON, and as illustrated by the two dashegowerful concept of robust statistics, e.d..1[L7} 18]. MwmeT,
boxes in Fig[L. The left and right dashed box correspond tdhe block online adaptation and block averaging obtaingf3h

a sparse MIMO mixing system, and a corresponding MIMO
demixing system, respectively. The demixing system fafow
rigorously from the ideal MIMO separation solution derivied
[14,[15]. This formal connection facilitates the introdoat of
the general formulation of stochastic signal models asivauit

ate probability densities which capture the temporal stingcby
multiple time lags and the nonstationarity by the respediine-
varying stochastic parameters, such as correlation reatric

3 Elements from Information Theory
and Optimization

The TRINICON optimization criterion for the case of sepemat
(and system identification) problems is based on minimitireg
information-theoretic quantity ahutual informatiorbetween the
output channels of the demixing MIMO system using the multi-
varate densities mentioned above, i.e., in the specialafasEC,
we separate the contributions of the loudspeaker sigrats ine
error signale(n) at the AEC output (Fid1 an@TL3]). In the spe-
cial case of Gaussian signals, this separation processspamds
to a simultaneous block-diagonalization of the outputelation
matrix for multiple time instants since the local spesgh) is as-
sumed to be uncorrelated from the loudspeaker sighal§ 8l1, 1
In this paper we generalize the information-theoretic ap
proach in[13] tomultichannelAEC with typically highly corre-
lated loudspeaker signals. In other words, the output aklann
Xref,1(N), ..., Xrefp(N) Of the demixing system in Figl 1 should

further speeds up the convergence (especially in MCAEC).

Note also that the general TRINICON-based approach also
leads to important insights in the case of AEC for multiple mi
crophone channels in the receiving room, as explainedduith
Sect[®.

Finally, another aspect in the design of a real-time safuiiio
the MCAEC problem is its computationaly complexity. Unfert
nately, straightforward implementations of RLS-type aidpns
are computationally very expensive due to the required l{aitp
or explicit) inversion of the Hessian matrix. A very effictgmac-
tical solution to this problem is to formulate the above-timmed
broadband algorithm in a mathematically rigorous way infthe
guency domain, as shown, e.g., in [5] L1} 16], followed by the
introduction ofcarefully selecte@pproximations. The most im-
portant features of this conceptfoéquency-domain adaptive fil-
tering (FDAF) is that in addition to the efficient use of the FFT
(gains for both, adaptation and filtering), all the sub-ias of
the input correlation matriXJ2) are approximately diagzeal
by the DFT. In this way, it is possible to efficiently take irgo-
count all cross-correlationsl[5]. This is possible for hattacond-
order and higher-order statistics. A first MCAEC system for 5
channel surround sound applications, based on the mutiigha
FDAF algorithm has been presentedlih[l4, 5]. This real-time i
plementation also utilizes the concept of robust stag{fi€l].

4 Elementsfrom Psychoacoustics

As mentioned in Sedfl 1, among the key requirements for the te

not be separated from each other. Figlire 2 illustrates the butpthiques to preprocess the signals transmitted from thertrissn

correlation matrix with time-lags and the correspondiesired

structure of it after convergence for the special case ofsGan

signhals and® = 2. It can be shown that the approachlini[13] gen-
correlation matrix

auto-correlatiorR.y, y, cross-correlatiolR. Ree of error signal
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Figure 2: lllustration of the AEC process for second-order statis-
tics andP = 2.

eralizes straightforwardly to the MCAEC case by just using t
modified matrix partitioning.
In [L3] the update equations for TRINICON-based coeffi-

room prior to their reproduction in the receiving room is Hud-
jective sound quality. While several of the known prepreoes
techniques provide enough decorrelation to achieve prAger
convergence in the stereo case, considerations of sourityqua
have frequently not been addressed adequately. In thimsect
we first give a brief overview of the known two-channel prepro
cessing approaches. We then describe a recently introchoved!
approach[]19], based on perceptual considerations. lyegesi-
eralizes to the multi-channel case and has been demomstoate
be effective in surround sound echo cancellation.

4.1 Known two-channel preprocessing ap-

proaches

A first simple preprocessing method for stereo AEC was pro-
posed by Benesty et al[1[B.120] and achieves signal decerrela
tion by adding non-linear distortions to the signals. Whiies
approach features extremely low complexity, the introdudis-
tortion products can become quite audible and objecti@nads-
pecially for high-quality applications using music signa\lore-
over, the generalization of this approach to an arbitramimer
of channels is not straightforward.

A second well-known approach consists of adding uncorre-

cient adaptation in AEC have been presented for the simpléated noise to the signals. In]21], this is achieved by penca

case of gradient-based optimization. However, it is knohat t
gradient-descent algorithms (e.g., LMS/NLMS [7]) genlgrak-
hibit very slow convergence for highly correlated inputreis
such as in the multichannel ca§é [7].

The so-called Newton-Raphson-type optimization prooedur

audio coding / decoding of the signal which introduces uresor
lated guantization distortion that is masked due to theenslisp-

ing according to the coder’s psychoacoustic model. The fise o
an explicit psychoacoustic model plus analysis / synthdis-
banks is able to prevent audible distortions for arbitrgpes of

is known as the canonical method for more challenging ogémi  audio signals and may be easily generalized to more than two
tion problems. A TRINICON-based Newton update can be dechannels. However, the associated implementation coritylex
rived in a way analogous tG_[IL6]. The Newton algorithm con-and the introduced delay render this approach unattratmive
tains virtually all of the well-known adaptation schemessps-  most applications.
cial cases, most notably the recursive least-squares (RIg8) Other approaches employ switched / time-varying time-de-
rithm. The important feature of Newton-type/RLS-type algo lays [d] or variable all-pass filterind_[22] to produce a time
rithms is that they explicitly take all input correlatiori) (into  varying phase shift / signal delay between the two channkels o
account within their Hessian matrikl[I7.116] which makes thema stereo AEC and thus “decorrelate” both signals. Spedifjcal
very attractive for the MCAEC applicatiohl[2]. [3] describes a preprocessing system in which the outpuikig
In addition to this desirable property of RLS-type algamityy  switches between the original signal and a time-delayetefdid
the more general TRINICON-based approach inherently leads version of it. As a disadvantage, this switching process may
amultivariateerror nonlinearityto take both the nongaussianity troduce unintended artifacts into the audio sigriall [22cdibes



a system in which an allpass preprocessor is randomly mbdulaThe different preprocessing types are the original refeze@md a
ing its allpass filter variable. In23], it was proposed tplggthis

allpass preprocessor only to the low frequency range up tézl k 0 ) oor 40 . 60 80 100
due to convergence requirements. bad | P | fair | good |excellent
4.2 Psychoacoustically motivated method hidden ref. 5 5 5 5 H
suitable for the multichannel case Ip35 K ] ]
In order to obtain a preprocessing method offering both good ~  f------- CREREEEE CRRREEEE ERRREEEE CREREEEE
decorrelation properties for the enhancement of AEC cenver mp3 48 ' ' X '
genceand minimal alteration of the perceived stereo image, the o rToTT rToTeTT . rToTT
method proposed ii[19] is based on several considerationsa ~ MP348phage L = L
the previously discussed approaches time-varying mddulaf 1 1 1 1 }
the phase of the audio signal, as proposedlii[B, 22], is ac-eff phase | [ [ [ [
tive method which is generally unobtrusive in its perceptfa NL 05 P :

fects on audio signals as compared to other methods whild-avo
ing computationally expensive masking models. Nonetlseiés Figure 3: Results of the MUSHRA listening test (average and
is difficult to achieve maximum decorrelation while guaesing  959% confidence intervals).

that introducing a time / phase difference between left agtat r

channels does not result in an alteration of the perceivamat 3-5 kHz band-limited version thereof (both included as el
image. Several aspects must be accounted for: by the MUSHRA (‘MUIti Stimulus test with Hidden Reference

and Anchor’) listening test), individual channel mp3 emtalding

‘i: 48 kbit/s (‘mp3 48’), the novel perceptual phase modaoiati
ethod (‘phase’), a combination of mp3 encoding/decodimdj a

ase modulation (‘mp3 48 phase’) and the conventional non-

ear processing (‘NL aftef 1€, 20]). It is visible from ¢éhgraph

at the phase modulation method emerges as the clear viinner

terms of sound quality. Note that the latter four methodsewer

}]yned for comparable coefficient convergence speeds.

e Interaural phase / time difference is a relevant percegtaal
rameter for subjective perception of a sound stagé [24] an
has been used extensively in synthesis of stereo images (e,
[25]). Consequently, a change in the perceived stereo imag
can only be avoided if the introduced time / phase differencey,
stays below the threshold of perception, as it applies tioaud
signals that are reproduced via loudspeakers.

e Optimal AEC convergence enhancement can be achieved
the preprocessing introduces time / phase differencesajust 5 M IM O Processi ng and Elements
the threshold of perception, i.e., applies the full amount o .
tolerable change. from Wave Phys| cS

e As is known from psychoacoustics, the human sensitivity to
phase differences is high at low frequencies, and gradualls.1 MIM O case for multiple microphones
reduces for increasing frequencies, until it fully vanisier o )
frequencies above ca. 4 kHz. So far in this paper, we have focusedl on the case of multlp!e. re

e Neither a simple time delay modulation nor a low-order production channels but only one microphone in the recgivin
time-varying allpass filtering offer the flexibility to taif the ~ '°0M- The more general case of a full MIMO loudspeaker-room-
amount of time / phase shifting as a function of frequency,Microphone system appears when combining MCAEC with a mi-

h that the full potential of tually tolerabl : crophone array, e.glLl[5]. Traditionally, in this case salvpar-
zigloite%. @ full potential of perceptually tolerable ayefs allel multiple-input and single-output (MISO) systems arde-

. . . pendently applied, which has been shown to be optimal ingerm
Hence, in contrast to the earlier phase modulation appesathe ¢ least-squares-based coefficient estimation.

recently propqsed novel method|in [19] is desjgned to allpsra As explained in Sedf]3, TRINICON-based AEC is generally
ceptually motivated frequency-selective choice of phaselm e 1o exploit the nonwhiteness of the signals in the réngiv
lation parameters (modulation frequency, modulation &0, 55y (upper left sub-matrix in Fifl 2). By further generadizthe
and modulation waveform) by employing analysis / synthisis 1N jCON-based AEC to the case of MIMO loudspeaker-room-

terbanks. The input audio signal is decomposed into subkignd  icro P ; : ;
9 phone systems itis also able to exploit$patialnonwhite-
nals by means of an analysis filterbank. Then, the subbargepha aqsin the receiving room by simultaneously taking intmaot

are modified based on a set of frequency-dependent modylatiry|| microphone signals for the adaptation process. In atlueds,
signals. According to the above considerations, subbaglds®- 1 performance may be improved with multiple microphones.
ing to the low frequency part of an audio signal should be left
largely untouched, while subbands corresponding to freces 5.2 Massive multichannel systems and wave
above 4 kHz may be modulated heavily. As detailedin [19], the hvsics
frequency-selective phase modulation amplitude was dapeidn phy
by a listening procedure. Finally, the modified spectralfitoe Current loudspeaker setups, such as the 5.1 format, dilbre
cients are converted back into a time-domain representélfia 3 restrained listening area (‘sweet spot’). A high-qualio}-
synthesis filterbank. To allow easy access to the signabs@h ume solution for a large listening space is offered by theewav
a complex-valued filterbank[26] is used, and a phase modificafield synthesis (WFS) method which is based on wave physics
tion is implemented by a complex multiplication of the subtba [27]. The so-calleirchhoff-Helmholtz integralsvhich can be
coefficient with & (¢.v) where¢ (t,v) denotes the intended time derived from the acoustic wave equation state that at anyt poi
varying phase shift in subbane It is preferable to choose a within a source-free listening area, the sound pressuckdae be
smooth modulating functiof (t, v), such as a sine wave at a rel- calculated if both the sound pressure and its gradient avenkn
atively low frequency. Moreover, to account for the symmetr on thecontourenclosing this area. Thus, in WFS, closely spaced
of typical multi-channel speaker setups, such as 5.1 ortfiel, arrays of a large numbd? of individually driven loudspeakers
modulation of channel pairs is carried out in acomplex cgafa  generate a prespecified sound fie®.may lie between 20 and
fashion. The modulation frequencies for pairs are choseh su several hundred. An analogous approach is possible for wave
that they provide “orthogonal” modulation activity, asaiétd in  field analysis (WFA) using microphone arrays.
[19]. Building a full-duplex system with this massive multichan-
Figure[® shows a summary of the results of a standardizedel setup for unrestricted audio content might be consttlere
subjective listening test carried out with 10 experiendstbh-  as the supreme discipline of MCAEC research since in this
ers in a typical surround sound listening setup. The soumdt qu case even th® x P frequency bin-wise correlation matrices of
ity was quantified on a scale from O to 100 for 5 critical mu- the loudspeaker driving signals are generally still largd @l-
sic excerpts and one speech excerpt (see [19] for furthailglet conditioned after the approximate blockwise diagonailirabf



[7]
8

@) within the frequency-domain adaptive filtering (FDAR)et-
ficient update (cf. Sedfl 3).

The basic idea ofvave-domain adaptive filtering (WDAF)
e.g., [28,[2D], is to replace the point-to-point MIMO system
model by a more detailed spatial consideration exploitiagev
physics foundations as in WFS/WFA. In particular, WDAF ex-
tends the conventional FDAF approach by a suitadpatio-
temporaltransform domain for efficiency. Figue 4 illustrates this
two-step transformation approach from the RLS via FDAF to-
wards WDAF in terms of the loudspeaker correlation matriet an
its approximate temporal and spatio-temporal diagontédiag.

[

(10]

MC RLS MC FDAF WDAF
B temporal 11
bk > (11]
L‘L‘ diag.
RXX S?(X TIXX
decomp. into. decomp. into.
temporal freq. bins. temporal freq. bins
4 spatla ¥ [12]
) g %)
Sxx Ty
. decomp. ||?to .
spatlo-tempPraI req. bins [13]
v,
T

Figure 4: lllustration of the WDAF concept and its relation to

conventional algorithms. [14]

Requirements for the spatio-temporal basis functionshere t
they should be orthogonal and must fulfill the acoustic wave
equation (e.g., circular harmonics). Moreover, since thes-
ducers are only placed on the contour enclosing the listeaniea,
corresponding transformations taking into account thelioff-
Helmholtz Integrals are necessary. These transformatiepend
on the array geometries, and for certain setups, e.g.,laires-
rays [28129], they can in fact be formulated in a compact form

Advantages of the approximate MIMO decoupling due to
the spatio-temporal transformation are both an improveven
gence and a significant complexity reduction, as shown, ie.g.
[28,129]. Note also that the WDAF concept can be well appleed t
the general TRINICON approach. Since all microphone sgnal
are jointly taken into account by the spatio-temporal tfamsa-
tion, WDAF also facilitates an efficient exploitation of thgatial
nonwhiteness mentioned in the previous subsection.

6 Conclusions

Although acoustic echo cancellation has been a well estaddi
topic in acoustic signal processing for many years, theiohah-

nel case is still an active and interesting area of reseaRut.
cently significant progress for more than two reproductibarz
nels has been made. As illustrated in this paper, the rdseaaga

of MCAEC is a very good example for the necessity to bring to-
gether fundamentals from various different disciplines.
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