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ABSTRACT

Joint beamforming microphone arrays and multi-channel acous-
tic echo cancellation (AEC) can be ef£ciently applied for hands-
free speech communication. Especially, systems relying on adap-
tive generalized sidelobe canceller (GSC) structures are very pro-
mising, since they combine high noise-reduction performance with
computational ef£ciency. So far, robustness of the GSC was very
challenging, due to reverberation and non-stationarity of desired
signals and interferers.

In this contribution, we present for the £rst time a real-time
system which integrates GSC and stereophonic AEC. It is robust
against desired signal cancellation while highly suppressing inter-
ference and acoustic echoes. The realization on a low-cost PC
platform, with the microphone array connected directly to the uni-
versal serial bus (USB), provides maximum hardware and soft-
ware compatibility for personalized mobile computing devices and
desktop PCs.

1. INTRODUCTION

With the need for natural and comfortable speech communica-
tion gaining more and more importance, dialogue systems, video-
conferencing, voice over internet protocol (VoIP), and other multi-
media services call for high-quality hands-free acoustic interfaces.
For that, the user should be allowed to move freely without wear-
ing or holding any microphone device. Multi-channel sound re-
production is necessary to enhance sound realism.

Solutions which ensure minimum cost, convenient usage, and
optimum hardware and software compatibility, e.g., between mo-
bile PCs, desktop PCs, and personal digital assistants (PDAs), are
highly desirable.

For optimum recording quality, the signals of interest should
be free from any kind of impairment, i.e., noise, reverberation,
local interferers, and echoes of the loudspeaker signals.

Acoustic echo cancellation (AEC) is used whenever a refer-
ence of the loudspeaker signals is accessible, since it allows max-
imum suppression of these interferers. With personalized devices,
echoes from the loudspeakers that are part of the device fall into
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this category. For minimum complexity, multi-channel AEC may
be realized very ef£ciently in the frequency domain [1].

The use of microphone arrays gives one the opportunity to ex-
ploit spatial separation of the desired speaker and the noise sources.
Here, a robust generalized sidelobe canceller (GSC) [2] seems to
be very promising. On the one hand, it allows high interference
rejection and the desired speaker may move freely within a so-
called tracking region without requiring to estimate the current
speaker position. On the other hand, however, adaptation is del-
icate, and often leads to target signal cancellation or transient in-
terferer signals when the speaker of interest and the interferers are
present simultaneously (double-talk). These problems may be ef-
£ciently addressed by realizing the robust GSC in the frequency-
domain (FGSC) using frequency-domain adaptive £lters (FDAFs)
[3] while reducing the computational complexity considerably [4].

For high output signal quality, it is thus desirable to recon-
cile FGSC and multi-channel AEC with exploitation of optimum
positive synergies [5]: Placing AECs directly into the sensor chan-
nels (FAEGSC) yields optimum synergies at the expense of high
computational load. One AEC after the GSC reduces computa-
tional complexity, however, the AEC is almost inef£cient due to
the strong time-variance of the GSC. This problem can be avoided
by embedding the AEC into the GSC (FGSAEC). It equally re-
quires only one AEC for an arbitrary number of sensors and pre-
serves most of the synergies of FAEGSC [6] (see Figure 1).
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Fig. 1. System overview.

In the following, we show how the FGSAEC algorithm em-
bedding a stereophonic AEC can be ef£ciently realized in real-



time. The advantages of low-cost PC hardware are exploited by
integrating the entire speech capture unit into a single USB de-
vice, instead of using expensive multi-channel sound cards. Our
acoustic front-end may then be deployed in combination with all
computing devices having a USB. In Section 2, we describe the
FGSAEC signal processing. Section 3 brie¤y presents the realiza-
tion on the PC platform. Finally, experimental results in Section 4
show the ef£ciency of our approach.

2. FREQUENCY-DOMAIN REALIZATION OF FGSAEC

2.1. Notations

Uppercase symbols denote frequency-domain1 variables, lower-
case symbols stand for time-domain variables, and the boldface
font indicates a vector or matrix quantity. Superscript T and H

represent transpose and complex conjugate transpose, respectively.
The number of microphones is denoted by M .

The Discrete Fourier Transform (DFT) length for the GSC and
for the AEC is 2Lg and 2Lh, respectively. Fg and Fh are the
2Lg × 2Lg and the 2Lh × 2Lh DFT matrices, respectively. The
parameters Lg and Lh are identical to the number of £lter taps of
GSC and AEC adaptive £lters, respectively. For better tracking
behavior of the FDAFs, block overlaps by factors αg and αh are
introduced in the GSC and AEC input signal blocks, respectively
[3]. The discrete time variable is n. We further use the time index
k = nαg/Lg that re¤ects the discrete time in numbers of blocks
of length Lg/αg. For our discussion, we assume that Lh/αh is
an integer multiple of Lg/αg, which is reasonable for our system.
For a better reading, we de£ne Q =

Lhαg

Lgαh
, and the time index

q = nαh/Lh. GSC and AEC adaptive £lters are updated at time
stamps k and q, respectively.

The vectors 0 and 1 are vectors with zeroes and ones, respec-
tively.

2.2. Fixed beamformer (FBF)

The £xed beamformer attenuates interference components relative
to the desired signal. In the general case, the FBF may be real-
ized as a £lter&sum beamformer for giving the reference path a
desired £xed directivity pattern, which in¤uences the directivity
pattern of the GSC [4]. Using a simple delay&sum beam-
former (see Figure 2), the FBF output signal can be written as
yf(n) = 1

M

∑M−1

m=0 xm(n), where xm(n), m = 0, 1, . . . , M−1
are the sensor signals xm(n) and where the array is assumed to be
steered to the desired speaker position.

2.3. Stereophonic acoustic echo canceller (AEC)

The stereophonic AEC identi£es the impulse responses between
the loudspeakers and the FBF output using adaptive FIR £lters.
An estimate of the acoustic echoes is given by the outputs of the
FIR £lters, which are then subtracted from the FBF output to can-
cel the acoustic echoes in the GSC reference path. The speci£c
problems of multi-channel AEC include all those known for mono
AEC, i.e., convergence speed, tracking, double-talk (e. g. [7]), but
in addition to that, multi-channel AEC has to cope with the high
correlation of the loudspeaker signals [7]. In our implementation,
these problems are addressed by decorrelating the loudspeaker sig-
nals by some nearly inaudible preprocessing [7] and by applying a

1Here, frequency domain corresponds to the Discrete Fourier Trans-
form (DFT) domain.

update

IFFT

+

−

FBF

PSfrag replacements

FFT

FFT FFT

AEC

Update

x0(n)

xM−1(n)

Xls,0(q) Xls,1(q)

yf(n)

xls,0(n)

xls,1(n)

yh(q)

Yh,0(q) Yh,1(q)

H0(q) H1(q)

eh(q)

Eh(q)

vh

Fig. 2. Stereophonic acoustic echo canceller (AEC) in the £xed
reference path of the generalized sidelobe canceller.

two-channel frequency-domain algorithm, which takes the cross-
correlation into account [1]. Double-talk is detected by methods,
which are presented in [7].

In the following we describe the basic stereophonic AEC sig-
nal processing without considering the double-talk detection. We
capture the last 2Lh samples of the loudspeaker signals xls,i(n),
i = 0, 1 in vectors, and we de£ne matrices of frequency-domain
loudspeaker signals as:

Xls,i(q) = diag
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Xls(q) = (Xls,0(q), Xls,1(q)) . (2)

With the 2Lh×1 vectors of adaptive £lter transfer functions Hi(q),
i = 0, 1, captured in a matrix

H(q) =
(

H
T
0 (q), HT

1 (q)
)T

, (3)

and with vh = (01×Lh
, 11×Lh

)T , the time-domain error signal
eh(q) between the sum of the adaptive £lter outputs and the FBF
output signal is obtained as

eh(q) =
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− Lh + 2)

...
yf(q

Lh
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)

















− vhF
−1
h Xls(q)H(q) . (4)

The frequency-domain error signal which is required for the £l-
ter update is obtained by Eh(q) = Fheh(q). The £lter update
equations may be written as

H(q + 1) = H(q) + µhS
−1(q)XH

ls (q)Eh(q) . (5)

µh is a stepsize parameter, S(q) is a recursive estimate of the cross-
power spectral density matrix of the loudspeaker signals:

S(q) = λh S(q) + (1− λh)XH
ls (q)Xls(q) , (6)



with the forgetting factor 0 < λh < 1.
One block of length Lh/αh of the AEC output signal is £nally

given by the last Lh/αh samples of the error signal eh(q). These
signal blocks are by a factor Q larger than the signal blocks which
are required for the GSC. We therefore split eh(q) into Q blocks
xb(k − i), i = 0, 1, . . . , Q − 1 of length Lh/Q. Q − 1 blocks
of xb(k − i) are buffered until they are used by the GSC.

2.4. Adaptive blocking matrix (ABM)

The adaptive blocking matrix consists of adaptive FIR £lters be-
tween the AEC output and the sensor channels: It adaptively sub-
tracts the signal of interest from the adaptive sidelobe cancelling
path in order to prevent the desired signal to be cancelled by the
AIC.

In Figure 3, the reference path with one signal path of the
adaptive sidelobe cancelling path is depicted for simplicity.
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Fig. 3. FGSAEC: adaptive blocking matrix (ABM) and adaptive
interference canceller (AIC).

The time delay κb ensures causality of the ABM adaptive £l-
ters. For applying the overlap-save method to the ABM adaptive
£lter inputs in the frequency domain, we have to transform 2αg

subsequent blocks of the AEC output signal yh(k) into the fre-
quency domain. That is,

Xb(k) = diag



















Fg











yh(k − 2αg + 1)
yh(k − 2αg + 2)

...
yh(k)





























. (7)

The 2Lg-by-1 vectors of ABM adaptive £lter transfer functions
are denoted by Bm(k), m = 0, 1, . . . , M − 1. The ABM £lter
input Xb(k) is £ltered by the adaptive £lters Bm(k), yielding

Yb,m(k) = Xb(k)Bm(k) . (8)

For the adaptation algorithm, frequency-domain error signals
Eb,m(k) are required which are free of circular convolution ef-
fects. Or, the time-domain error signals eb,m(k) have to be con-
strained in such a way that the £rst block of Lg samples is dis-
carded and that the second block of Lg samples is saved. That

is,

eb,m(k) =
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− vgF
−1
g Xb(k)Bm(k) ,

(9)

where vg =
(

01×Lg ,11×Lg

)T
. The update equation for them-th

adaptive £lter reads 2

Bm(k + 1) = Bm(k) + µbGgX
H
b (k)Eb,m(k) . (10)

The parameter µb is the stepsize. The matrix Gg realizes a con-
straint that prevents circular convolution effects in the £lter update
equations. That is,

Gg = Fgdiag
{(

11×Lg , 01×Lg

)}

F
−1
g . (11)

In contrast to the AEC (see Section 2.3), we need the circular con-
volution constraints for the ABM, since the impulse responses of
optimum ABM £lters are generally much longer than the length
of the adaptive £lters. Circular convolution effects thus cannot be
disregarded.

One block of length Lg/αg of the time-domain AIC input sig-
nal xa,m(k) is obtained by saving the last Lg/αg samples of the
error signal vector eb,m(k).

2.5. Adaptive interference canceller (AIC)

The AIC adaptively subtracts signal components from the AEC
output which are correlated with the AIC £lter inputs. In Figure 3,
the time delay κa is introduced for causality reasons.

The frequency-domain adaptive £lter inputs Xa,m(k) are ob-
tained in the same way as in Eq. 7 with Xb(k) and yh(k) replaced
by Xa,m(k) and xa,m(k), respectively. The 2Lg-by-1 vectors
of adaptive FIR £lter transfer functions are denoted by Am(k),
m = 0, 1, . . . , M − 1. The time-domain AIC output signal is
calculated as

ya(k) = vgF
−1
g

M−1
∑

m=0

Xa,m(k)Am(k) . (12)

Capturing Lg samples of yh(k) in a vector, the AIC error signal
ea(k) can be written as

ea(k) =

















0Lg×1

yh(k −
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Lg
− αg + 1)

yh(k −
κaαg

Lg
− αg + 2)

...
yh(k −

κaαg

Lg
)

















− ya(k) , (13)

The £lter update equations of the adaptive £lters are given by

Am(k + 1) = Am(k) + µaGgX
H
a,m(k)Ea(k) , (14)

where µa is a stepsize parameter and where Ea(k) is the frequency-
domain AIC error signal. One block of length Lg/αg of the GSC
output signal is £nally obtained by saving the last Lg/αg samples
of ea(k).

2Coef£cient constraints for improved robustness against cancellation of
desired signal components may be introduced according to [2, 4].



2.6. Adaptation control (AC)

The adaptation control of the GSC can be summarized as follows:
The ABM(AIC) is only adapted when the signal-to-noise ratio
(SNR) is high(low) in order to prevent interference components
to be cancelled by the ABM and in order to prevent desired sig-
nal cancellation, respectively. In our implementation, we modi£ed
the GSC adaptation control after [2] using a fullband SNR esti-
mate to a DFT-bin-wise operation for better interference rejection
and improved robustness against target signal cancellation during
double-talk [4].

3. REALIZATION ON A PC PLATFORM

For illustrating the ef£ciency of our approach, we implemented
the FGSAEC algorithm on a PC platform in real-time. The multi-
channel audio capture unit is realized as separate hardware inte-
grating the microphones, the preampli£ers, the A/D conversion,
and the microphone calibration. The digitized sensor data is fed
into the PC via a standard USB port with speci£c drivers for the
microphone array. Compared to standard multi-channel audio cap-
ture modules or DSP-based systems, our solution ensures greater
¤exibility and lower hardware cost. It is especially suited to por-
table computing devices due to the small package size and since
no additional power supply is necessary.

Our experiments are conducted on an Intel Pentium IV 1.4
GHz processor at a sampling rate of 12 kHz. For an ef£cient
implementation of the FGSAEC algorithm, we made use of the
vector-based Intel Signal Processing Libraries3. In an environment
with 300 ms reverberation time and an 8-element microphone ar-
ray, our present FGSC and FGSAEC realizations are running with
28% and 50% CPU load, respectively. For reducing the computa-
tional complexity (for e.g. PDAs), usage of less microphones or
usage of Fast Fourier transforms that explicitely exploit overlap-
ping input signal segments may be considered.

4. EXPERIMENTAL RESULTS

For evaluating the proposed real-time system experimentally, we
compare the average interference rejection (IR) and the average
echo-return-loss enhancement (ERLE) of FGSAEC, FGSC,
FAEGSC, and TGSAEC, the time-domain equivalent of FGSAEC,
for only interference and double-talk between interference and de-
sired speaker. Since it is dif£cult to study IR and ERLE separately
for real-time scenarios, we illustrate the results that we obtained
with recorded signals in simulations. Audio examples which il-
lustrate the performance of the real-time system can be found in
[8]. We used a linear microphone array with 8 equally spaced,
broadside steered sensors with 4 cm spacing in an of£ce environ-
ment with 300 ms reverberation time. The male desired speaker
and the male interferer are located in the array look-direction and
30 degrees off the array axis, respectively. The stereophonic loud-
speakers, which are playing music, are placed to the left and to the
right of the microphone array. All distances to the array center are
60 cm. The results are depicted in Table 1.

For only interference, IR and ERLE are higher than for the
double-talk case, since the ABM is £xed and since the AIC can be
adapted permanently over the entire frequency range, yielding op-
timum tracking capability of non-stationary interference. The per-
formance of TGSAEC and FGSAEC is identical. During double-
talk, IR and ERLE is considerably improved for FGSAEC rela-
tive to TGSAEC, as controlling the adaptation in individual fre-

3Can be found on the Intel web site http://developer.intel.com.

Interference only Double-talk
(in dB) IR ERLE IR ERLE
TGSAEC 22.4 26.0 5.6 12.3
FGSAEC 21.1 25.6 14.7 21.0
FGSC 20.7 21.9 14.5 14.7
FAEGSC 22.0 30.5 14.9 28.1

Table 1. Performance evaluation.

quency bins still allows tracking of the transient ABM and of non-
stationary interference at frequencies with low SNR [4]. FGSAEC
clearly improves the suppression of acoustic echoes relative to
FGSC, however, optimum performance of FAEGSC cannot be ob-
tained due to leakage effects across the sidelobe cancelling path.

5. CONCLUSIONS

In this contribution, we presented a real-time implementation of a
computationally ef£cient combination of robust GSC and stereo-
phonic AEC with high output signal quality on a low-cost PC plat-
form. Hardware requirements are minimized and maximum hard-
ware and software compatibility is ensured by utilization of a USB
microphone array.
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