Available at
www.ElsevierComputerScience.com

SIGNAL

PROCESSING

POWERED BY SCIENCE @DIRECT'

ELSEVIER Signal Processing 86 (2006) 1260—1277

www.elsevier.com/locate/sigpro

A real-time blind source separation scheme and its application to
reverberant and noisy acoustic environments ™

Robert Aichner®, Herbert Buchner, Fei Yan, Walter Kellermann

Multimedia Communications and Signal Processing, University of Erlangen-Nuremberg, Cauerstr. 7, 91058 Erlangen, Germany

Received 31 January 2005; received in revised form 21 March 2005; accepted 28 June 2005
Available online 21 October 2005

Abstract

In this paper, we present an efficient real-time implementation of a broadband algorithm for blind source separation
(BSS) of convolutive mixtures. A recently introduced generic BSS framework based on a matrix formulation allows
simultaneous exploitation of nonwhiteness and nonstationarity of the source signals using second-order statistics. We
demonstrate here that this general scheme leads to highly efficient real-time algorithms based on block-online adaptation
suitable for ordinary PC platforms. Moreover, we investigate the problem of incorporating noncausal delays which are
necessary with certain geometric constellations. Furthermore, the robustness against diffuse background noise, e.g., in a
car environment is examined and a stepsize control is proposed which further enhances the robustness in real-world
environments and leads to an improvement in separation performance. The algorithms were investigated in a reverberant
office room and in noisy car environments verifying that the proposed method ensures high separation performance in

realistic scenarios.
© 2005 Elsevier B.V. All rights reserved.
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1. Introduction

Blind source separation (BSS) refers to the
problem of recovering signals from several observed
linear mixtures. In acoustical scenarios the problem
is referred to as the so-called cocktail party
problem, where individual speech signals should
be extracted from mixtures of multiple speakers in a
usually reverberant acoustic environment. Due to
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the reverberation, the original source signals s,(n),
qg=1,...,0 of our separation problem are filtered
by a linear multiple-input and multiple-output
(MIMO) system before they are picked up by the
sensors. Moreover, in most environments (possibly
spatiotemporally correlated) noise 7, as, e.g., sensor
or background noise will be picked up by each
sensor x,, p = 1,..., P. In the following, we assume
that the number Q of source signals s,(n) (which
may or may not be simultaneously active at a
particular instant of time) equals the number of
sensor signals x,(n), p=1,...,P. Thus, by the
number of sensors we determine the maximum
number of simultaneously active sources as a
condition for perfect separation. Such scenarios
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mixing system p

demixing system

Fig. 1. Noisy BSS model.

are encountered, e.g., in speech acquisition in car
environments as discussed later in Section 7 or in
meeting rooms. An M-tap mixing system is thus
described by

Xp(n) = vp(n) + ny(n)

P M-I
= Z Z hqp,h‘sq(n - K) + I’lp(n), (1)

g=1 x=0
where ., k =0,..., M — 1 denote the coefficients
of the filter from the gth source to the pth sensor

(Fig. 1).

In BSS, we are interested in finding a correspond-
ing demixing system, where the output signals y,(n),
qg=1,..., P are described by

P L1

yq(l’l) = Z Z qu,icx[)(n - K), (2)
p=1 k=0

and where wp, ., k = 0,...,L — 1 denote the current

weights of the MIMO filter taps from the pth sensor
channel to the gth output channel. BSS is solely
based on the fundamental assumption of mutual
statistical independence of the different source
signals. The separation is achieved by forcing the
output signals y, to be mutually statistically
decoupled up to joint moments of a certain order.
For convolutive mixtures as given by (1), frequency-
domain BSS is very popular since all techniques
originally developed for instantaneous BSS (i.c., for
the special case M =1 in (1)) may be applied
independently in each frequency bin. This bin-wise
processing, implying a narrowband signal model is
denoted here as narrowband approach and is
described, e.g., in [1]. Unfortunately, this traditional
narrowband approach exhibits several limitations
because ambiguities such as arbitrary permutation
and scaling of the output signals may then also
appear independently in each frequency bin. These
ambiguities and also circular convolution effects

have to be resolved by additional repair measures
as, e.g., shown in [2,3]. In [4] a class of broadband
algorithms was derived, for both the time domain
and frequency domain, i.e., the frequency bins are
no longer considered to be independent for real-
world time-domain signals. These algorithms are
based on second-order statistics simultaneously
exploiting nonwhiteness and nonstationarity and
inherently avoiding the permutation problem and
circular convolution effects. Thus, no geometric
information about the placement of the sensors is
needed. In [5] this concept was also extended to
higher-order statistics.

Furthermore, in [4] it has been shown that the
optimum broadband BSS solution cancels the
components from source s, to all outputs y,, p#gq.
This leads to an overall system c¢pq =
Z]i LM By Wigw—y where all cross-terms  are
cancelled, ie., ¢y =0, p#qg. In [6] a set of
equations was formulated based on the overall
system ¢, which resembles the conditions used in
single-input multiple-output (SIMO) blind system
identification [7]. Using this link it could be shown
in [6] that the broadband BSS approaches actually
perform blind MIMO system identification and thus,
for a suitable choice of the demixing filter length L,
avoid the filtering ambiguity (only an arbitrary
scaling is possible). Traditionally, also multichannel
blind deconvolution (MCBD) algorithms are ap-
plied to the BSS problem (e.g., [2,8]). There, due to
the deconvolution, a temporal whitening of the
output signals is observed in addition to the
arbitrary filtering. Due to the system identification
of our broadband approach, rather than a temporal
deconvolution in MCBD-based BSS approaches,
such whitening is also prevented.

In this paper we propose an efficient realization of
one of these broadband algorithms based on
second-order statistics which has led to a robust
real-time implementation whereas current state-of-
the-art real-time implementations are based on
narrowband frequency-domain algorithms as, e.g.,
[9,10]. Based on the theoretical results in [11] we
present two implementations of the efficient broad-
band algorithm. The first one uses causal demixing
filters which are sufficient for several applications
and proved to be very robust. The second imple-
mentation is more general and allows the adapta-
tion of noncausal filters. As shown later, the
necessity of noncausal filters arises in certain
geometric constellations. In a practical BSS system
another important aspect is its performance in noisy
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environments [1,12] which can be improved by
suitable stepsize control techniques (e.g., [13]). In
this contribution, we present a combination of
online and offline processing which is termed block-
online adaptation and investigate the influence of
noise considering a theoretical link to a narrowband
cost function based on the generalized coherence
[14]. We also propose a suitable stepsize control
which improves convergence and is robust to
varying reverberance and noise conditions. Finally,
the efficiency of this algorithm is demonstrated by
experimental results for reverberant rooms and car
environments with background noise for different
geometric setups.

2. Generic block time-domain BSS algorithm

In [4,5,15] a generic BSS framework for con-
volutive mixtures has been presented. The real-time
implementation presented in this paper is based on
an efficient version derived from a special case of
this framework based on second-order statistics and
thus we briefly review this second-order case in
Sections 2.1 and 2.2. In Section 2.3 a new iterative
procedure based on a combination of offline and
online updates to a so-called block-online algorithm
is presented.

2.1. Matrix formulation

A block processing broadband algorithm simul-
taneously exploiting nonwhiteness and nonstatio-
narity of the source signals is obtained by the
following matrix formulation [15]. First, we intro-
duce a block output signal matrix

Yy(mL) YymL — L+ 1)
Yy(mL +1) YymL — L+2)
Y(I(m) = >
YgmL+ N —1) Yy(mL — L+ N)
(3)
and reformulate the convolution (2) as
P
Y, (m) =" X, (mW,,, )
p=1

with m being the block time index and N denoting
the block length. The N x L matrix Y,(m) incorpo-
rates L time-lags into the correlation matrices in the

cost function defined in Section 2.2, as is necessary
for the exploitation of the nonwhiteness property.
To ensure linear convolutions for all elements of
Y,(m), the N x 2L matrices X,(m) and 2L x L
matrices W, are given as

xp(mL) Xp(mL —2L + 1)
x,(mL+1) . Xp(mL —2L+2)
X,(m) = | | | ,
xp(mL+ N —1) Xxp,(mL — 2L+ N)
(5
Wpg,0 0 0 7
qu,l qu’()
Wpg,1 0
Wy = WpaL-1 : - Wrao |, (6)
0 Wpg,L—1 - Wpg.1
0 e 0 Wpq,L—1
L 0 0 0 |

where the matrices X,(m), p=1,...,P in (4) are
Toeplitz matrices due to the shift of subsequent
rows by one sample each. The matrices W, exhibit
a Sylvester structure, where each column is shifted
by one sample containing the current weights w,, =
[Wpg.00 Wog.ls - - - s Wpg.r—1]" of the MIMO sub-filter of
length L from the pth sensor channel to the gth
output channel. Superscript T denotes transposition
of a vector or a matrix. To allow a convenient
notation of the algorithm combining all channels,
we write (4) for all channels simultaneously as

Y(m) = X(m)W, (7N

with the matrices

Y(m) = [Yi(m),...,Yp(m)], ®)

X(m) = [Xi(m), ..., Xp(m)], )
Wi o Wip

W= | : "~ | (10)
Wpi - Wpp
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2.2. Optimization criterion

The definition of Y, in (3) leads to the short-time
correlation matrix Ryy(m) = YH(m)Y(m) of size
PL x PL which is composed of channel-wise L x
L submatrices Rypyq(m) = Y[If(m)Yq(m) each con-
taining L time-lags. Based on these correlation
matrices we use a cost function first introduced in
[15] which inherently includes all L time-lags of all
auto-correlations and cross-correlations of the BSS
output signals and thus is a generalization of [16]:

J(m, W) = i B(i,m){log det bdiag YH(/)Y (i)
i=0
— log det YR ()Y(i)). (11)

Here M denotes conjugate transposition and f is a
weighting function with finite support that is
normalized according to > 1", f(i,m) = 1 allowing
offline, online or block-online (see Section 2.3)
realizations of the algorithm. In Section 2.3, it is
shown that for a properly chosen pf(i,m) the
nonstationarity of the source signals is utilized for
the separation. The bdiag operation on a parti-
tioned block matrix consisting of several subma-
trices sets all submatrices on the off-diagonals to
zero. In our case, the block matrices refer to the
different signal channels and are of size L x L. The
cost function becomes zero if and only if all block-
offdiagonal elements of Y'Y, i.c., the output cross-
correlations over all time-lags, become zero (see
Fig. 2). Therefore, in addition to the nonstationar-
ity, (11) explicitly exploits the nonwhiteness prop-
erty of the output signals. In [5] it was shown that
the cost function (11) also follows from an
information-theoretic approach aiming at minimum
mutual information between the output channels.
In order to express the update equations of the
filter coefficients exclusively by Sylvester matrices
W, we take the generalization in [4] of the natural

auto-correlation Ry

L
cross-correlation Each diagonal
Ryoyi represents

one time-lag

Fig. 2. Illustration of (11) for the 2 x 2 case.

gradient [17] with respect to W

0 ¢ (m, W)
ow*

and ensure the Sylvester structure of the result by
selecting only the non-redundant values using a
Sylvester Constraint (SC). A detailed discussion of
SC will be given in step 3 of Section 3. In [4,15] it
was shown that the natural gradient derivation of
(11) leads to

Ve (m, W) = 2WWH (12)

Vo S (m, W) =2 fj B, m)2(i, W), (13)
i=0

2(i, W) = W{Ryy(i) — bdiag Ryy (i)} bdiag™" Ryy ().
(14)

Note that the submatrices Ry y in (14) have to be
properly regularized prior to inversion. Regulariza-
tion strategies and two simple ways to impose the
Sylvester constraint SC for the natural gradient are
discussed in Section 3. In the following we will
discuss how to obtain an iterative optimization
procedure from the natural gradient (13), (14).

2.3. Coefficient update rule

The weighting function f(i,m) in (13) allows for
different iterative optimization procedures of the
algorithm, e.g., offline or online [5]. The concept of
a general weighting function is already well-known
from supervised adaptive filtering [18]. There, the
weighting function p(i,m) = (1 — i)im_[so,m(i) al-
lows to derive the recursive least-squares (RLS)
algorithm, i.e., the online solution, from the
corresponding offline least-squares (LS) solution.
The parameter A denotes the exponential forgetting
factor (0<A<1) and &,,(i) is a rectangular window
function, i.e., g(7) =1 for a<i<b and ¢g,4(i) =0
elsewhere. In this paper, we want to use the same
methodology to obtain a recursive block-by-block
solution based on the offline minimization (were all
data is required) by natural gradient descent given
by

Wj(m) = Wjil(m) - ﬁAWj(m)a Jj= L,... 9jmax’
(15)

where j denotes the iteration number, fi is the
stepsize and the update AW/(m) corresponds to the
natural gradient V\° #(m, W/(m)) given in (13)
together with some Sylvester constraint, discussed
in Section 3. Here, the weighting function p(i, m) is
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B m =0 m' =1 m=2

Y T
0 u K-1 L 2K-1 ﬂ 3K-1

ijaX(O) ijaX( D W/'ma)((2)

-
Ll

=|T
f

Y

Fig. 3. Weighting function f(i,m) for block-online implementa-
tion depicted for choosing the current composite block m = 2.

chosen as
) 1= N et .
Blim) == 2" ek ak-1 (D), (16)
m'=0

and is shown in Fig. 3. The horizontal axis shows
the block index i with each block having a length of
N samples. Note that in Sections 2.1 and 2.2 the
variable m denoted the current block of length N.
When specifying (i, m) as given in (16), the current
block m has to be extended to contain K subsequent
blocks of length N with a blockshift of L samples
each to allow the exploitation of the nonstationar-
ity. This leads to a length of the current block m of
KL+ N — L samples and m is termed composite
block. Moreover, also the summation index m’ =
0,1,...,min (16) refers to the composite block. As
shown in Appendix A we can derive an approximate
recursive formulation of the offline update (15) by
using the weighting function f(i,m) given in (16).
This leads to a so-called block-online method where
an online update and an offline update are
combined similar to the approach in [10]. The
advantage of this approach is that it allows a faster
convergence and better tracking behaviour at
moderate computational complexity.

According to Appendix A, the offline part is
calculated iteratively for the current composite
block m without exploiting any previous composite
blocks (see Fig. 3) as:

W/ (m) = W™ (m) — u20m, W™ (m)),

j=17"'sjmax7 (17)
. i 1 mK+K—1 .l
Am W m) =2 > 2LW m),  (18)
i=mK

where the stepsize u = 2(1 — A)ft and Wj(m) is the
demixing filter matrix after j iterations based on

data of the mth composite block. Eq. (18) contains
K update terms 2(i, Wjil(m)) which are determined
using (14). This simultaneous optimization for K
blocks allows to exploit the nonstationarity of the
source signals as for each block the source statistics
change and thus new conditions are generated. A
high number of iterations j.,, allows a fast
convergence of the natural gradient descent without
introducing an additional algorithmic delay but at
the cost of an increased computational complexity.
In practice, the maximum number of iterations j,,,
is usually chosen to 5...10 iterations to keep the
complexity at a moderate level. The applicable
initialization of VNVFl(m) form = 0 and j = 1 results
from the chosen Sylvester constraint as discussed in
steps 3 and 4 of Section 3. The demixing filter
matrix W/™*(m) of the current block m which is
obtained from the offline part after j,,, iterations
(see Fig. 3) is then used as input of the online part of
the block-online algorithm which is written recur-
sively as

W) = AW — 1) + (1 — HW™ (). (19)

This yields the final demixing filter matrix W(m) of
the current composite block m containing the filter
weights w,,(m) used for separation. The demixing
filter weights w,,(m) of the current block are then
used as initial values for the offline algorithm (17) of
the next block.

Analogously to supervised block-based adaptive
filtering [19], the approach followed here can also be
carried out with overlapping data blocks in both,
the online and offline part to further increase the
convergence rate and to reduce the signal delay. The
overlap factors o for the offline part and o, for
the online part with 1<oo,don <L should be
chosen suitably to obtain integer values for the time
index.

3. Approximated version and efficient
implementation

In this section, we address implementation details
concerning the update term 2(i, W) of the ith block
of length N in (18) which lead to an efficient
implementation suitable for real-time processing.
All steps are summarized in Table 1 where a pseudo-
code for the proposed algorithm is given.

Step 1: Estimation of the correlation matrices
using the correlation method.
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Table 1

Pseudo code of efficient block-online broadband algorithm implementation based on Sylvester constraint SC¢ exemplarily shown for the

update Aw;;(m) in the 2 x 2 case

Online part:

1. Get KL + N new samples x,(mKL),...,x,(m+ DKL+ N —1)
of the sensors x,,p = 1,2 and online block index m =0,1,2,...

Offline part:

Compute for each iteration j = 1,...,j ..:

2. Compute output signals y,(mKL),. ..

Y m+ DKL+ N - L-1),

q = 1,2 by convolving x, with filter weights wf;]‘from previous iteration

3. Generate K blocks of N samples [y, (iL),. ..

,Y(iL + N — 1)] with off-

line block index i = mK,...,mK + K — 1 to exploit nonstationarity

Compute for each block i =mK,..., mK+ K — 1:

4. Calculate the signal energy of each blockm

a2 (i) = 1y, (1.0) = S 33 )

S. Compute 1% column of cross-correlation matrix Ry,y, (i) by
Fyyy, (1) for u = —L+1,...,0 according to (21)

6. Normalize by elementwise division with regularized signal energy
Fyoy, (s u)/(o’f,1 () +90,) foru=—-L+1,...,0

7. Compute the matrix product Wi;l(m)

Ryoy ()
a},l (i)+y,

as a convolution

according to Fig. 4a(Sylvester constraint SC¢). Each filter weight

update Aw’i

1k

k=0,...,L—11is thus calculated as:

2m, Wi ) = £ 30 Sy Wi (mIrs, (i = m) /(03 () + 0y,)

8. Update equation for the offline part (Note that also an adaptive and
DFT bin-wise stepsize according to Section 6 can be applied):

W), 0m) = Wi, (m = 1) — u20m, W), ()

Onlinepart:
9. Compute the recursive update of the online part yielding the demixing
filter Wy,(m) used for separation:
Wii(m) = iWii(m = 1) + (1 = HW{i™ (m)
10. Compute Steps 4-9 analogously for the other channels and use the

demixing filter W,,(m) as the initial filter for the offline part

<0
qu(m + 1) = qu(’/n)

In principle, there are two basic methods for the
block-based estimation of the short-time output
correlation matrices Rypyq(i) for nonstationary sig-
nals: the so-called covariance method and the correla-
tion method, as they are known from linear prediction
problems [20]." In the generic framework in Sections

't should be emphasized that the terms covariance method and
correlation method are not based upon the standard usage of the

2.1 and 2.2 the more accurate covariance method was
introduced by the definition Ry, (i) = Y;f(i)Yq(i). By
assuming stationarity within each block i we can
approximate the covariance method by the correla-
tion method which exhibits lower computational

(footnote continued)
covariance function as the correlation function with the means
removed.
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complexity. This leads to a Toeplitz structure of the
L x L matrix Ry y (i) which can be expressed as

"y, (5, 0) Py L= 1)
Fypg=1) oy (b L —2)
Rypyq(i) = rYq . . Yp¥q | ’
_ry[)yq(i, —L+1) Vy,,yq(ia 0) _
(20)
(i) S ! y,(n+uy,(n) foru=0
ry » (LU) = i _ )
i Zn[:l_l],v—ul Yp(n+u)y,(n) for u<0
(21)

Step 2: Approximation of the normalization and
regularization strategy.

A straightforward implementation of (14) to-
gether with (20), (21) leads to a complexity of ((L?)
due to the inversion of P auto-correlation Toeplitz
matrices Ry y of size L x L which are normalizing
the update (as also known from the recursive least-
squares (RLS) algorithm in supervised adaptive
filtering [18]). Thus, for an efficient implementation
suitable for reverberant environments requiring a
large filter length L we use an approximated version
of (14) which was first heuristically introduced in
[21,22] and theoretically derived in [4]. The efficient
version is obtained by approximating the auto-
correlation submatrices in the normalization term
by the output signal powers, i.e.,

iL+N—1

Ry, ()~ ( > yf,(n)>1= oy, (I (22)
n=iL

for ¢=1,...,P. Thus, the matrix inversion is

replaced by an element-wise division. This is
comparable to the normalization in the well-known
normalized least mean squares (NLMS) algorithm
in supervised adaptive filtering approximating the
RLS algorithm [18].

In blocks with speech pauses and low background
noise the output powers aiq are very small and thus
the parameter estimation becomes very sensitive.
For a robust adaptation ¢> is replaced by a
regularized version oiq + 5yq. The basic feature of
the regularization is a compromise between fidelity
to data and fidelity to prior information about the

solution [23]. As the latter increases robustness, but

leads to biased solutions, we use similarly to
supervised adaptive filtering [24] a dynamical
regularization

702, /02
5yq = 5maxe Ta'0 (23)

with two parameters dm,x and aﬁ. This exponential
method provides a smooth transition between
regularization for low output power oiq and data
fidelity whenever the output power is large enough.

Step 3: Efficient implementation of the matrix—
matrix multiplication.

In the remaining channel-wise matrix product of
W, and the Toeplitz matrices Ry, /(o7 +9),),
p.q-t=1,..., P, t#q in the filter update Q(zq) in (14)
we can exploit the Sylvester structure of W, for an
efficient implementation. As already mentioned in
Section 2.2, we have to ensure by a suitable
Sylvester constraint SC that the update 2(i, W)
exhibits again a channel-wise Sylvester structure in
the form of (6). As discussed in [11] there are two
simple realizations of SC leading to different filter
updates Aw,, , of the FIR filter taps w,, . and thus
to two algorithms with different properties:

(1) Computing only the first column of the update
matrix AW,, (whose structure is defined analo-
gously to (6)) and replicating these elements to
obtain a Sylvester structure. This is denoted as SC¢
and is illustrated in Fig. 4a. Note that in general,
when exploiting more than L time-lags, any column
could be chosen. However, in [4, Section II-D] it
was shown that the most efficient version is
obtained by choosing the first column.

(2) Computing only the Lth row of the update
matrix AW,, and replicating the filter weights is
denoted SCg (Fig. 4b). It should be noted that when
implementing SC row-based, the Lth row has to be
chosen as only this row contains all filter updates
Awpge, €=0,...,L—1.

It can be seen that for both, SC¢ and SCg the
matrix-matrix multiplication boils down to a
matrix-vector product. Furthermore, it can be
shown that due to the structure of the respective
matrix these products denote linear convolutions of
the filter weights w,, with the elements of the scaled
Toeplitz correlation matrix Ry, /(O’i +5sz,)~ De-
pending on the chosen Sylvester constraint different
correlation sequences are used for the convolution.
The version using SC¢ convolves the filter weights
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Toeplitz matrix
R
Yq
> +9,

Sylvester
matrix W,

(11}

-

-]

[
each column con-
tains the filter
weights w,,

obtain A w,, by
picking the 1st
column (SC)

(a)

Toeplitz matrix

Yq
J)Z'q + 5y<1 u
el L
Sylvester H
matrix W,
L
N | |
(TR \
I [ I
I o |
! T 1
! Lo 1
! Lo 1
: Lo 1
1 i = | I
|=_____"_,! ,_L!nol:!
2L ‘. v e,
° : - ': 1 ° :
1 - L
1 L
1 L
1 L
I L 1
i L - 1
each column con- obtain A w),, by
tains the filter picking the L-th
weights w, row (SCp)

(b)

Fig. 4. Illustration of the channel-wise matrix—matrix product when using the (a) Sylvester Constraint SC¢ and (b) Sylvester constraint

SCk.

N hll

oL
.'
=

demixing system

s h,, demixing system
24 22 g
(@) (b)

Fig. 5. Setups for BSS requiring: (a) only causal delays and (b)
causal and noncausal delays for the demixing system W.

with the one-sided sequence of correlation elements
ry,yq(i, u), u=0,...,—L+1 whereas SCyr allows
to wuse the two-sided sequence ry,yq(i, u),
u=-L+1,...,L—1. These two implementation
schemes have an effect on the properties of the
resulting algorithm (see experiments in Section 7)
and on the suitable initialization of W,, as will be
discussed in the following. Moreover, by imple-
menting the linear convolution expressed by the
matrix-vector product as a fast convolution using
fast Fourier transforms (FFTs) the computational
complexity can be reduced to O(log L).

Step 4: Appropriate initialization.

Depending on the BSS setup different initializa-
tion methods are desirable. This can be seen when
regarding BSS as a blind interference cancellation
technique similarly to conventional adaptive beam-
forming: In the acoustic scenario in Fig. 5a causal
filters are sufficient to achieve interference cancella-
tion and thus an initialization with a unit impulse at
the first tap wypo = 1 is sufficient. However, for the
source locations in Fig. 5b in the BSS case one
noncausal demixing filter wi; or wp; is required.
Similarly to the supervised filtering algorithms used
in adaptive beamforming [25] the problem of
noncausality can be solved in the BSS context by
initializing the FIR filters wp,, with a shifted unit
impulse. An appropriate shift is determined by the
array geometry and the resulting maximum possible
delay of the arriving signals between the sensors. In
[11] the shift of the unit impulse was set to L/2.

The choice of initialization method also deter-
mines the suitable Sylvester constraint SC. In the
case of causal mixtures (Fig. 5a), i.e., initialization
with wy,o = 1 both Sylvester constraints SC¢ and
SCpr are possible. Our experiments showed that
algorithms based on SC¢ are slightly more robust.
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As described above, for noncausal mixtures it is
necessary to initialize with a shifted unit impulse as,
€.g, Wyrp=1. When evaluating the matrix
product resulting from SC¢ (Fig. 4a) for such an
initialization it can be seen that all Aw,,, for
0<k<L/2—1 would be equal to zero, i.e., these
filter coefficients could not be adapted. Thus, for the
initialization with a shifted unit impulse only SCr
can be applied. Then, similarly to adaptive beam-
forming also noncausal delays are possible as
becomes obvious by simply evaluating (6) for
successive iterations. A more detailed examination
of the Sylvester constraints SC¢ and SCg and the
resulting links between the generic update (13), (14)
and various MCBD algorithms can be found in [11].

It can be concluded that if no a priori information
about the location of the sources is available then
the Sylvester constraint SCg together with an
initialization using a shifted unit impulse should
be applied due to its increased generality. If it is
known that the sources are in two halfplanes (e.g.,
car environment with array at the rear mirror), then
also the more robust SC¢ can be used. In Table 1

Table 2

the algorithm has been summarized and the pseudo-
code is given exemplarily for the update Aw;;(m).
As mentioned in Section 2.3, overlap factors can be
introduced in the offline and online part. This is
done by simply replacing the time index iL and mKL
in Table 1 by i L/oogr and m KL /ooy, respectively.

4. Computational complexity

The computational complexity of the proposed
algorithm is studied in terms of arithmetic opera-
tions, i.e., the number of real multiplications and real
additions. Divisions are usually counted as multi-
plications, assuming inverted constants and subtrac-
tion is addition by negated number. Thereby, each
complex multiplication is realized by 4 real multi-
plications and 2 real additions and each complex
addition is realized by 2 real additions. Moreover, the
discrete Fourier transform of length N is computed
using the FFT routine devised by [26] which requires
2N log,[N] — (3N /2) — 4 operations.

Table 2 shows the computational complexity of
the block-online broadband algorithm as presented

Computational complexity for the block-online broadband algorithm implementation

Arithmetic OPs for K blocks and P channels

Compute offline part for each iteration ;:

Perform filtering of x, with W{,[I(m’):

FFT of demixing filter with FFT length KL + N
FFT of sensor signals x,

Compute convolution in DFT domain

IFFT to obtain time-domain signals y,
Compute for each block i =1,...,K:

Calculate scaling factor a;tq(i) after (22)
Calculate cross-correlations Iy, yq(i, u)
foru=—-L+1,...,L—1:

FFT of output signals y, with length 2N
Compute cross-power spectral densities
IFFT to obtain cross-correlations
normalizery,,, (i,u) using ai[(i)

Calculate matrix product as convolution:
FFT of demixing filters w),, of length 2L
FFT of cross-correlations of length 2L
Compute convolution in DFT domain
IFFT

add 23, W) for K blocks after (18)

offline update rule (17)
online update rule (19)

P> (2(KL + N)log,[KL + N]— 3(KL + N)/2 — 4)
P(2(KL + N)log,[KL + N] —3(KL + N)/2 — 4)
4P? + PY(KL+ N +2)

PQ2(KL + N)logy[KL + N1 — 3(KL + N)/2 — 4)

P(N + (K — 1)(4L + 2))

PK(4N log, [2N] — 3N —4)

3(P2 = P)K(N + 1)

(P* — P)K(4Nlog,[2N] — 3N — 4)/2
2(P* — P)KL

P?(4Llog,[2L] — 3L — 4)

(P* — P)K(4Llog,[2L] — 3L — 4)/2
P8P — 10)K(L + 1)

P’ K(4Llogy[2L] — 3L — 4)

PX(K - 1)L

2P*L
3P°L
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Fig. 6. Computational complexity for various filter lengths L and
number of channels (P = 2,3,4) for simultaneous processing of
K =4 (solid) and K = 8 (dashed) blocks, respectively.

in Section 3 and summarized in Table 1. In Fig. 6,
the complexity resulting from the expressions in
Table 2 is illustrated as a function of filter length L
and for P =2,3,4 source and sensor signals.
Additionally, the dependency of the complexity on
the number K of simultaneously processed blocks to
exploit the nonstationarity is illustrated by compar-
ing K =4 (solid) to K = 8 (dashed) in Fig. 6. The
overlap factor of the online part has been chosen as
oon = K to ensure a blockshift of L samples
independent of the choice of K. The number of
iterations and the block length have been chosen as
in the simulations below: j,,. =5 N =2L. The
curves illustrate that, essentially, the complexity
depends logarithmically on the filter length L,
linearly on the number of blocks K, but quad-
ratically on the number of channels P. For
comparison it should be noted that the well-known
(single-channel) NLMS algorithm used in super-
vised adaptive filtering [18] has a complexity of
4L 4 7 arithmetic operations. Thus, for example,
the complexity of the two-channel BSS algorithm
for K =4 and L ~ 2000 corresponds, according to
Fig. 6 approximately to that of a single-channel
NLMS algorithm for the same filter length.

5. Performance in noisy environments
In Section 2.2, it was pointed out that the

broadband algorithm minimizes the cross-correla-
tions Rypyq, p#q for all time lags (see also Fig. 2). In

[4,5,15] it was shown that the broadband algorithm
and thus also the broadband cost function (11) can
be formulated equivalently in the frequency-do-
main. By such a formulation there are still linear
convolutions computed, so that the frequency bins
are still linked together by certain constraint
matrices and thus the ambiguities of the narrow-
band approaches mentioned in Section 1 are still
avoided. In [15] it was shown that the broadband
algorithm is minimizing the cross-power spectral
densities S(y;)yq, p#q for each frequency bin
v=0,...,2L — 1. Therefore, for the purpose of
examining the noise-robustness of the proposed
broadband algorithm with respect to the frequency
domain we can, similarly to [15] and without loss of
generality, express the cost function with respect to
the vth frequency bin

JOm) =" pi,m){log det diagS{)(i)
i=0
— log det S{)(i)}, (24)

where S(yvy) is the P x P cross-power spectral density
matrix in the vth frequency bin. Moreover, we can
approximate (24) by a Taylor series as shown in
[15], to obtain

00 det SY (i)
()~ plim) 1 ———m b, 25
f (m) i=0 /(l’ m) Hlf:l S;‘;yp(l') ( )
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Fig. 7. Magnitude squared coherence function |y|> of source
signals, car noise, microphone and output signals (microphone
spacing d = 20cm).
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where the term in brackets denotes the generalized
coherence introduced in [14]. Note that for P = 2 the
generalized coherence corresponds to the well-
known coherence 7, ,,, between the output channels
»; and y,. It can be seen that the cost function (25)
becomes zero if and only if the cross-power spectral
densities of the output signals S(y”)y , 1.e., the off-
diagonal elements of S are zeto. Thus, the
iterative broadband algorithm tries to minimize
the coherence 7y, ,, for all frequency bins v (see
Fig. 7). To evaluate the influence of noise we express
S(y"y) in terms of S{) and decompose this matrix
according to (1) into its speech signal and noise
components (assuming orthogonality of speech and
noise)

S0 = WO'SOW® — WS 4 SWD. (26)

For noise which is spatially uncorrelated (e.g.,
sensor noise), Sﬂl‘n) corresponds to a diagonal matrix
whereas for spatiotemporally correlated noise (e.g.,
diffuse noise) the matrix Sflvn) is not sparse. In [6] it
was shown that when choosing an appropriate
demixing filter length L, arbitrary filtering by
the broadband BSS algorithm is prevented. This
means that the iterative algorithm mainly affects
the cross-power spectral densities S;;)yq. Thus, with
the initialization discussed in Section 3 the dia-
gonal noise term, i.e., the spatially uncorrelated
noise of S of the initial block leads to a bias of
Sﬁ,‘;yp which cannot be removed by the BSS
algorithm. For a given SNR this bias will be more
severe for spatially uncorrelated noise whereas for
spatially correlated noise the initial bias is distrib-
uted among all elements of S(y‘y) It should be noted
that the spatially correlated noise components
appearing at the cross-power spectral densities
S;;)yq will be minimized by the BSS algorithm
leading to an SNR gain at the outputs. In Fig. 7
this becomes obvious when comparing 7, ,, and
Ty . .
To increase robustness of BSS algorithms against
uncorrelated noise, bias removal techniques have
been introduced (see, e.g., [1,12]), mainly consisting
in the estimation and subtraction of an estimated
diagonal, i.e., spatially uncorrelated noise matrix
Si,‘n) from S(y‘y) To deal with spatiotemporally
correlated and slowly time-varying noise, we pro-
pose to use the minimum statistics approach [27] for
the estimation of the noise characteristics. This
method is based on the observation that the power
of a noisy speech signal frequently decays to the

power of the background noise. Hence by tracking
the minima we obtain an estimate for the auto-
power spectral density of the noise. However, due to
the spatial correlation not only the auto- but also
the cross-power spectral densities of the noisy signal
x, and the background noise 7, are required. They
are estimated and averaged recursively for each
frequency bin whenever we detect a minimum (i.e.,
speech pause) of the noisy speech signals. Thus, for
slowly time-varying noise statistics this method
gives an accurate estimate of the noise spectral
density matrix used for the bias removal. Note that
for multiple active speakers this estimation problem
is more difficult than for a single speaker due to
fewer speech pauses.

6. Stepsize control

In general for adaptive algorithms the choice of
the stepsize is important. In an offline processing
scheme several trials can be run to maximize the
stepsize up to the stability margin. However, for an
online procedure usually the stepsize has to be
chosen very conservatively to prevent instability
problems. To make the adaptation more robust in
real-world environments a stepsize control is desir-
able. In supervised adaptive filtering usually a
closed-form solution for the stepsize is derived
based on an observable reference signal. So far, in
the BSS community there is little literature on this
topic due to the absence of a reference signal. In the
instantaneous mixing case some adaptive stepsize
methods have been proposed (e.g., [13,28]) which
are mainly relying on second order derivatives.
However, for the convolutive mixing case such
gradient stepsizes are computationally complex. In
the neural networks community iterative methods
for stepsize determination based on online measure-
ments of the state of the adaptive system are more
common and can be found in textbooks as, e.g.,
[23,29]. We propose to use a simple but effective
strategy for updating the stepsize in our real-
time BSS system based on a method presented in
[23, p. 146, 30]. The procedure is to increase the
stepsize if the value of the cost function #(m) is
decreased compared to #(m — 1) (indicating con-
vergence) and to decrease it rapidly if the current
value of #(m) exceeds the previous one #Z(m — 1),
by more than a prespecified ratio (indicating
divergence). In the last case the current demixing
filter update may be discarded (AW(m) = 0). After
starting with a small stepsize p(0) its modifications
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are described by

wm+1)
a-um) if gimy< g(m—1), a>1,

b-um) if gm)y=c- g(m—1),
= (27)
b<l,c>1,

wu(m) otherwise

where for a wide range of applications the values
a=1.1, b =0.5, ¢ = 1.3 provided robust behavior.
Moreover, to avoid instabilities, in practice the
adaptive stepsize should be restricted to a finite
range [fmin> max]- 10 (27) the cost function # given
in (11) has to be evaluated for each block m. It can
be seen in (11) that this involves the computation of
the determinant of a large PL x PL matrix Y?Y. To
avoid this additional computational complexity we
use the already computed cross-correlation se-
quences ry, y, (m,u), p#q instead. By taking the L,-
norm of the cross-correlation sequence a scalar
value is obtained which is used to replace ¢ for the
decision process in (27).

In the preceding section the influence of noise was
examined and it was shown in Fig. 7 that the noise
characteristics change depending on the frequency
region. Thus it is desirable to use a frequency-
dependent adaptive stepsize u)(m). This stepsize
can be calculated for every frequency bin v =
0,...,2L — 1 according to the algorithm given in
(27) where ¢# will be replaced by the narrowband
frequency-domain cost function #). The advan-
tage of using this bin-wise approach is that #) can
be approximated by the generalized coherence as
shown in (25) which can be calculated with little
additional computational complexity. For applying
the bin-dependent stepsize, the update AW(m) is
transformed by an FFT, multiplied in each
frequency bin by u")(m) and transformed back into
the time-domain using an IFFT.

Furthermore, more sophisticated schemes which
apply individual adaptive stepsizes to different
filters are possible. This can be useful if, e.g., only
one speaker is moving and thus, only a few
demixing filters W,,(m) are highly affected.

7. Experimental results

In this section, we present the experimental
results for the proposed algorithm which is im-
plemented in a real-time system on a standard PC
platform. In a previous conference contribution [31]

results for moving speakers were presented. Here,
we want to first examine different stepsize control
techniques (Section 6). Then, results for two
reverberant enclosures and two geometric setups
(see Fig. 5) are presented. They show the applic-
ability of the two Sylvester constraints SC¢ and
SCr with regard to causal and noncausal acoustical
scenarios. Furthermore, experimental results in a
car environment are given and the influence of the
background noise is shown. In the end the output
signal quality is examined.

The experiments have been conducted using
speech data convolved with measured impulse
responses of two rooms (Section 7.1) and a car
environment (Section 7.2), respectively. A two-
element microphone array with an inter-element
spacing of 20cm was used for the recordings
(P = 2). Sentences spoken by a male and female
speaker sampled at f, = 16kHz were selected as
source signals (Q =2). To evaluate the perfor-
mance, the signal-to-interference ratio (SIR) aver-
aged over both channels was calculated in each
block which is defined as the ratio of the signal
power of the desired speaker to the signal power
from the interfering speaker.

7.1. Reverberant rooms

The impulse responses were measured in two
rooms, a low reverberation chamber with a rever-
beration time T¢y = 50ms and an office room
(580cm x 590cm x 310cm), with Tg = 250 ms.
The loudspeaker-microphone distance is I m for
the low reverberation chamber and 2 m for the office
room. For the first experiment, the evaluation of the
proposed stepsize control, the speech signals arrived
from —45° and +45°. The parameters of the
algorithm were chosen as L = 1024, N = 2048, K =
8, oon = 8 resulting in an algorithmic delay of 1024
samples (64 ms). The latency of the system includes
an additional hardware dependent delay of the
audio interface which was about 25ms in this
system. The offline-part was calculated for j ,, =
5 iterations and for the online part the forgetting
factor 2 = 0.2 was chosen. According to Section 6
three different stepsize controls have been investi-
gated:

(1) A fixed stepsize u = 0.01 which was maximized
up to the stability margin.

(2) An adaptive stepsize u(m) based on (27)
identically chosen for all frequency bins. The
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parameters have been chosen as a=1.1,
b=0.5 ¢=13, up, =0.0001, pn.«=0.01
and the initial value p(0) = 0.01.

(3) A bin-selective stepsize control u")(m) updated
for each frequency bin v =0,...,2L — 1 accord-
ing to the procedure in (27). The parameters are
chosen analogously as for u(m).

In Fig. 8 the experimental results for all three
stepsize controls are shown exemplarily for the low
reverberation chamber. It can be seen that the
algorithm converges quickly due to the block-online
structure and that an adaptive stepsize improves the
convergence and also the maximum achievable SIR.
This could be verified also for other enclosures and
reverberation times. Moreover, the bin-selective

20
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Fig. 8. Evaluation of different stepsize controls (7¢p = S0 ms).
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stepsize control u(m) outperforms the time-do-
main stepsize p(m). Thus, in the following we use
the bin-selective stepsize. A further advantage of the
adaptive stepsizes is that they prevent divergence of
the demixing filters in the real-time system. This
allows the choice of a relatively large stepsize u(m)
or u"(m) compared to a fixed learning rate .

To investigate the effect of the chosen Sylvester
constraint and to show the necessity of noncausal
filters, we use two different geometric setups as
already depicted in Fig. 5. In the first setup the
speakers are located at +45° which implies that no
noncausal delay is necessary and thus, both SCc¢
and SCy can be applied (see Section 3, Steps 3 and
4). In the second setup, the angle between the
sources is only 45° and the two sources are located in
one half plane. In the enclosure with T'¢y = 50 ms the
angles were chosen as +45° and +90° whereas for
the office room (T4 = 250ms) the speakers were
located at 4+15° and +60°. For both enclosures the
second scenario requires one noncausal filter wy, or
wy; and thus, an initialization with a shifted unit
impulse is required which means that only SCg can
be used. In the experiments a shift of 20 samples is
used.

In Figs. 9 and 10 it can be seen that the maximum
achievable performance depends on the reverbera-
tion time. BSS can be seen as blind MIMO system
identification [6] and thus more reverberation
increases the number of filter taps to be identified.
Moreover, we compare the performance for both
Sylvester constraints SC¢ and SCg. For causal
scenarios, i.e., source locations in two half planes of
the room (Fig. 5a) it can be observed that SC¢ is

25
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Fig. 9. SC¢ versus SCg for two geometric setups (70 = 50ms): (a) Sylvester constraint SC¢, (b) Sylvester constraint SCrg.
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Fig. 11. Effect of varying distance between sources in a causal
setup (7o = 250 ms).

sufficient and gives good results (Figs. 9a and 10a).
As noted above, for noncausal setups the algorithm
using SC¢ cannot converge and thus the SIR would
fluctuate around 0dB. In Figs. 9b and 10b the
performance of the algorithm using SCy is depicted
for causal and noncausal setups. Despite the added
generality of SCpr there is no significant loss in
performance for causal scenarios compared to using
SCc. In addition we can now treat noncausal
scenarios, i.e., setups where sources are located in
one half plane (Fig. 5b). Note that this case is in
general more difficult for two reasons: On the one
hand a noncausal filter is needed as discussed above.
On the other hand the sources are usually closer
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10. SC¢ versus SCg for two geometric setups (7o = 250ms): (a) Sylvester constraint SC¢, (b) Sylvester constraint SCg.

together which makes the mixing system more ill-
conditioned and in general reduces the maximum
achievable SIR.

In Fig. 11 it can be seen that the reduction of
maximum achievable performance for smaller dis-
tances between the sources is independent of the
causality problem and therefore applies also to
causal setups. Thus, the separation performance of
algorithms using SC¢ and SCg are comparable.
The advantage of algorithms based on SC¢ is the
increased robustness, whereas SCg-based algo-
rithms are more general due to the possibility of
adapting noncausal demixing filters.

7.2. Car environment

The two-element array was mounted at the rear
mirror which was directed towards the driver in a
Skoda Felicia car. The reverberation time was
T¢o = 50ms. The male and female speaker signals
were convolved with the measured impulse re-
sponses of the car from the driver and co-driver
positions, respectively. The angles of both speakers
relative to the normal axis of the array were
approximately +25° and —65°. Car noise was
recorded while driving through a suburban area at
a speed of 60 km/h. This noise type exhibits diffuse
sound field characteristics, i.e., it is spatially
correlated for low frequencies but uncorrelated for
higher frequencies. More details on car noise
characteristics can be found, e.g., in [32]. Further-
more, spatiotemporally uncorrelated white noise
was used. The speech mixtures were additively



1274 R. Aichner et al. | Signal Processing 86 (2006) 1260-1277

| i | — no noise

Of----r---- oo ---| - - car noise, SNR=0dB 1
! ! ! - — spatiotemp. white noise, SNR=0dB

0 2 4 6 8 10 12 14 16 18 20

Time in seconds

Signal-to-Interference Ratio (SIR) in dB

Fig. 12. BSS performance for noisy data (SNR = 0dB).

mixed with each noise type at an SNR of 0dB. The
parameters of the algorithm have been chosen
analogously to Section 7.1. Due to the geometric
setup causal filters are adequate. Therefore, we
chose the slightly more robust Sylvester constraint
SCc.

In Fig. 12 the influence of car noise and
spatiotemporally uncorrelated noise on the BSS
algorithm is shown. Compared to the noiseless case
(solid) the separation performance of the noisy cases
is reduced. However, especially for the car noise
even for a low SNR of 0 dB good separation results
are obtained. It should be noted that due to the
background noise we can observe masking effects
which, from a perceptual point of view, lead to a
similar perceived suppression of the interfering
speaker in the noisy case compared to the noise-
less case. The reduced SIR is caused by the bias of
the cross-correlation matrices introduced by the
noise term (Section 5). It can be seen that diffuse car
noise affects the BSS algorithm less than the white
noise. The reason is that for a given SNR the bias of
the correlation matrices is distributed among all
elements of Ry, in the case of diffuse noise, whereas
for spatiotemporally uncorrelated noise mainly the
auto-correlation matrices Ry , ~are affected.

Due to the minimization of the cross-correlation
of the outputs also the spatially correlated noise
term is partially suppressed. Thus, for diffuse car
noise the BSS algorithm achieves—in addition to
the SIR improvement—also an average SNR
improvement for both channels of 7.3dB. The
SNR for every channel is computed as the ratio of
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Fig. 13. Comparison of the spectrum of the desired signal s; at
the first microphone and at the BSS output y, using long-term
power-spectral densities (psds) averaged over 10s and short-time
psds of one block of length 1024.

the signal power of the desired speaker to the power
of the noise signal. Then, the SNR improvement in
dB is calculated as: 10log;o(SNRoutput/SNRinput)-
For spatiotemporally uncorrelated noise, however,
no SNR improvement can be observed as the noise
signals are uncorrelated between the sensors and
thus the BSS criterion cannot achieve any noise
reduction.

7.3. Output signal quality

As pointed out in Section 1 a common problem of
traditional MCBD algorithms (e.g., [2,8]) applied to
speech signals is the reduced signal quality due to
whitening of the desired signal. In contrast to those
algorithms the proposed method performs blind
MIMO system identification for cancellation of the
interfering signal components as shown in [6]. Thus,
the whitening effect is avoided which will be
examined in this section by exemplarily considering
the influence of the demixing system on one
individual source. In Fig. 13 the spectrum of the
source signal s; picked up by the first microphone is
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compared to the spectrum of the corresponding
signal component obtained at the BSS output y,. As
in general BSS is not aiming at dereverberation, it is
desirable that the spectrum of the desired source
signal at the microphone is not distorted by the BSS
processing. The results in Fig. 13 are shown
exemplarily for the BSS output signals obtained
by the experiment described in Fig. 10a where two
sources in the office room (Tg = 250ms) are
located at +45°. It can be seen in Fig. 13 that for
both, using long-term and short-term power spec-
tral densities, the spectra of the desired signal at the
microphone and at the BSS output match very well.
These results confirm that this broadband BSS
algorithm avoids the whitening effect.

8. Conclusions

In this paper, we presented a low-complexity real-
time implementation of a BSS algorithm based on a
general class of broadband algorithms. Depending
on the application, the resulting system allows to
adapt causal or noncausal FIR demixing filters,
which account for the reverberation of the mixing
system. Moreover, a stepsize control is presented
which enhances the robustness against reverbera-
tion and background noise as was verified by several
experiments in real-world scenarios.

Appendix A. Derivation of block-online update rule

A numerical offline optimization for W is given
for any choice of f(i,m) by
W(m) = W= m) — iAW/ (m), j=1,... )
(A.1)
From (A.1) a recursive block-online algorithm can
be derived by inserting the natural gradient (13) and

the block-online weighting function (16) which leads
to

AW/m) = V° 7 (m, WY ™! (A2)
x 1= m . .
=2 ; K n;) A 8171/1(,171/K+K—1(l)
- 2>, W (m')) (A3)
| - m—m' 1
=21-4) Z e
m'=0
m' K+K—1 ‘
DL 2EWT). (A.4)
i=m'K

The last sum of (A.4) is now denoted as the offline
update term

m K+K—1
2m Wy == > 26,Wm), (AS)
K 4
i=m'K

which contains K update terms 2 and corresponds
to (18). This simultaneous optimization for K blocks
allows to exploit the nonstationarity of the source
signals as for each block the source statistics change
and thus new conditions are generated.

The iterative offline update (A.1) can also be
expressed in an explicit manner

Jmax
j=1

J=

where W°(m) denotes the initialization of the offline
algorithm at the mith block. Together with (A.4) and
(A.5) the offline update can be written as

m
Wimax (m) = WO(m) — 2(1 — 2) > A"
N—— =0
—Wem)
==
jmax
Y 20m W), (A7)
j=1
The matrix W(m) denotes the final demixing matrix
containing the FIR filters which are used to separate
the sensor signals in the mth block. Additionally a
scaling factor 1 — / is introduced in (A.7) to ensure
an unbiased estimation of the demixing matrix
W(m) in the final update rule below in (A.14). To
allow for an efficient implementation, we choose the
initialization WO°(m) at the current block as
WOm) = S, 2" WO(m') which leads to

W(m) = (1 - 2) Xm: am=n (Wo(m’) — 201 — 1)

m'=0
./max
Y 2m, le(m/))>. (A.8)
j=1

Comparing (A.7) with (A.8) we can see that in (A.7)
for every offline iteration j = 1,..., /.., processing
of all the data up to the current block m is required.
However, by the above chosen initialization it is
possible to exchange the order of online and offline
part leading to (A.8). In (A.8) the offline iterations
denoted by the term in brackets are calculated first
and then the online averaging is performed by the
outer sum. This reordering allows for an efficient
implementation.



1276

The exchange of the order of online and offline
part is an approximation which is also used to
obtain an efficient recursive algorithm when deriv-
ing the RLS algorithm from the Newton—Raphson
method [33, p. 329] and [34]. Analogously to [33,34]
it is assumed that the minimum of V{° #(m — 1, W)
is at W(m — 1) leading to the following approxima-
tion:

VA £ (m—1,W(im — 1)) = 0. (A.9)

Eq. (A.4) can be written recursively and can be
approximated using (A.9) yielding

AW/ (m)
= JAW/ (m — 1) + 2(1 — 2)2(m, W~ (m)),
(A.10)
~ 2(1 — 2)2(m, W~ (m)). (A.11)

This last expression corresponds to the offline
update in (17). Inserting (A.11) into (A.6) leads to
the following explicit formulation of an approxi-
mated offline update W™ (m) which does not
exploit the preceding blocks:

W/maX(m) — Wo(m) _ 2(1 — ;{)ﬁ /mza:x ;2(”’1, Wj_l(m))'
=
(A.12)

Now, we see that (A.8) can be expressed using the
approximated offline update

WO = (1= 2) 3 27" W o A13)
m' =0
= IW(m — 1) + (1 — HW™ (m). (A.14)

Thus, the final algorithm combines the offline part
given by the recursive formulation of (A.12)
together with (A.5) and the online part given by
(A.14), and is summarized in Section 2.3.
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